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FIG. 28
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FIG. 30
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FIG. 32
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FIG. 37
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FIG. 39
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MEMORY SYSTEM AND CONTROLLER

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority from Japanese Patent Application No. 2014-186194,
filed Sep. 12, 2014, the entire contents of which are incor-
porated herein by reference.

FIELD

Embodiments described herein relate generally to a
memory system and a controller.

BACKGROUND

A NAND type flash memory in which memory cell
transistors are three-dimensionally arranged is known.

DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a memory system according
to a first embodiment.

FIG. 2 is a block diagram of a semiconductor memory
device according to the first embodiment.

FIG. 3 is a circuit diagram of a memory cell array
according to the first embodiment.

FIG. 4 is a cross-sectional view of the memory cell array
according to the first embodiment.

FIG. 5 is a circuit diagram of a sense amplifier according
to the first embodiment.

FIG. 6 is a threshold value distribution diagram of a
memory cell transistor according to the first embodiment.

FIG. 7 is a threshold value distribution diagram illustrat-
ing a positive-mode programming according to the first
embodiment.

FIG. 8 is a threshold value distribution diagram illustrat-
ing a negative-mode programming according to the first
embodiment.

FIG. 9 is a write situation table according to the first
embodiment.

FIG. 10 is a flowchart illustrating an operation flow during
a programming operation according to the first embodiment.

FIG. 11 is a flowchart illustrating an operation flow during
a programming operation according to the first embodiment.

FIG. 12 is a distribution diagram illustrating a negative-
type threshold value that becomes an “E” level program-
ming target according to the first embodiment.

FIG. 13 is a distribution diagram of “E” level and “LMp”
level threshold values according to the first embodiment.

FIG. 14 is a positive-type threshold value distribution
diagram illustrating a programming from an “E” level or an
“LMp” level according to the first embodiment.

FIG. 15 is a distribution diagram illustrating a positive-
type threshold value that becomes an “E” level program-
ming target according to the first embodiment.

FIG. 16 is a distribution diagram of “E” level and “ILMn”
level threshold values according to the first embodiment.

FIG. 17 is a negative-type threshold value distribution
diagram illustrating a programming operation from an “E”
level or an “LMn” level according to the first embodiment.

FIG. 18 is a timing chart illustrating a potential of each
wiring during a positive-mode programming according to
the first embodiment.
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FIG. 19 is a cross-sectional view of a NAND string which
illustrates an aspect in which a charge is supplied to a
conductive film according to the first embodiment.

FIG. 20 is a graph illustrating a relationship between the
number of times programming loop is executed and VPGMp
according to the first embodiment.

FIG. 21 is a timing chart illustrating a potential of each
wiring during a negative-mode programming according to
the first embodiment.

FIG. 22 is a cross-sectional view of a NAND string which
illustrates an aspect in which a hole is supplied to a con-
ductive film according to the first embodiment.

FIG. 23 is a graph illustrating a relationship between the
number of times of programming loop is executed and
VPGMn according to the first embodiment.

FIG. 24 is a flowchart illustrating an operation flow during
reading according to the first embodiment.

FIG. 25 is a table illustrating data that is stored in a
memory cell transistor MT according to the first embodi-
ment.

FIG. 26 is a timing chart illustrating a potential of each
wiring during N-channel reading according to the first
embodiment.

FIG. 27 is a timing chart illustrating a potential of each
wiring during P-channel reading according to the first
embodiment.

FIG. 28 is a flowchart illustrating an operation of a
controller during a programming operation according to a
second embodiment.

FIG. 29 is a timing chart of various signals during a
programming operation according to the second embodi-
ment.

FIG. 30 is a flowchart illustrating an operation of a
controller during a reading operation according to the sec-
ond embodiment.

FIG. 31 is a timing chart of various signals during reading
according to the second embodiment.

FIG. 32 is a graph illustrating a variation in a threshold
value in a case where a programming operation using a first
condition and a programming operation using a second
condition are applied according to a third embodiment.

FIG. 33 is a distribution diagram illustrating positive-type
threshold voltages of first verification and second verifica-
tion according to a third embodiment.

FIG. 34 is a distribution diagram illustrating negative-
type threshold voltages of first verification and second
verification according to the third embodiment.

FIG. 35 is a flowchart of a programming operation
according to the third embodiment.

FIG. 36 is a timing chart illustrating a potential of each
wiring during a positive-mode programming according to
the third embodiment.

FIG. 37 is a timing chart illustrating a potential of each
wiring during a negative-mode programming according to
the third embodiment.

FIG. 38 is a circuit diagram of a sense amplifier according
to a fourth embodiment.

FIG. 39 is a graph illustrating a relationship between a
voltage of a node SEN and a sense time during N-channel
reading according to the fourth embodiment.

FIG. 40 is a timing chart illustrating a potential of each
wiring during the N-channel reading according to the fourth
embodiment.

FIG. 41 is a timing chart illustrating a potential of each
wiring during P-channel reading according to the fourth
embodiment.
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FIG. 42 is a flowchart illustrating an operation flow during
a programming operation according to a fifth embodiment.

FIG. 43 is a flowchart illustrating the operation flow
during the programming operation according to the fifth
embodiment.

FIG. 44 is a flowchart illustrating the operation flow
during the programming operation according to the fifth
embodiment.

FIG. 45 is a threshold value distribution diagram illus-
trating a target of an “E”_“LMp” programming according to
the fifth embodiment.

FIG. 46 is a timing chart illustrating a potential of each
wiring during the “E”_“LMp” programming according to
the fifth embodiment.

FIG. 47 is a timing chart illustrating a potential of each
wiring during a “E”_“LMn” programming according to the
fifth embodiment.

FIG. 48 is a timing chart illustrating a potential of each
wiring during N-channel reading according to the fifth
embodiment.

FIG. 49 is a timing chart illustrating a potential of each
wiring during P-channel reading according to the fifth
embodiment.

FIG. 50 is a conceptual diagram of a shift table according
to a sixth embodiment.

FIG. 51 is a flowchart illustrating an operation of a
controller during reading data according to the sixth embodi-
ment.

FIG. 52 is a timing chart illustrating a variation in a
positive-type read voltage value from normal read to retry
reading according to the sixth embodiment.

FIG. 53 is a timing chart illustrating a variation in a
negative-type read voltage value from normal read to retry
reading according to the sixth embodiment.

FIG. 54 is a positive-type threshold value distribution
diagram according to the sixth embodiment.

FIG. 55 is a negative-type threshold value distribution
diagram according to the sixth embodiment.

FIG. 56 is a flowchart illustrating an operation flow during
a programming operation according to a seventh embodi-
ment.

FIG. 57 is a flowchart illustrating the operation flow
during the programming operation according to the seventh
embodiment.

FIG. 58 is a circuit diagram of a memory cell array 111
according to an eighth embodiment.

FIG. 59 is a perspective view of a memory unit MU
according to the eighth embodiment.

FIG. 60 is a plan view of a memory cell array according
to the eighth embodiment.

FIG. 61 is a cross-sectional view taken along line 57-57
in FIG. 60.

FIG. 62 is a cross-sectional view taken along line 58-58
in FIG. 60.

FIG. 63 is a cross-sectional view taken along line 59-59
in FIG. 60.

FIG. 64 is a timing chart illustrating a potential of each
wiring during a positive-mode programming according to
the eighth embodiment.

FIG. 65 is a timing chart illustrating a potential of each
wiring during a negative-mode programming according to
the eighth embodiment.

FIG. 66 is a timing chart illustrating a potential of each
wiring during N-channel reading according to the eighth
embodiment.
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FIG. 67 is a timing chart illustrating a potential of each
wiring during P-channel reading according to the eighth
embodiment.

FIG. 68 is a flowchart illustrating an erase operation flow
according to a ninth embodiment.

FIG. 69 is a timing chart illustrating a potential of each
wiring in a case where a charge is injected into a memory
cell transistor of a target block according to the ninth
embodiment.

FIG. 70 is a timing chart illustrating a potential of each
wiring in a case where a hole is injected into the memory cell
transistor of the target block according to the ninth embodi-
ment.

FIG. 71 is a threshold value distribution diagram of a
memory cell transistor MT according to a first modification
example.

FIG. 72 is a threshold value distribution diagram illus-
trating an “E”’pos programming according to the first modi-
fication example.

FIG. 73 is a threshold value distribution diagram illus-
trating an “E”neg programming according to the first modi-
fication example.

FIG. 74 is a diagram illustrating VPGMp and a variation
in a threshold value of a memory cell transistor MT during
an “LMp” programming according to the second modifica-
tion example.

FIG. 75 is a diagram illustrating VPGMn and a variation
in a threshold value of the memory cell transistor MT during
an “LMn” programming according to the second modifica-
tion example.

FIG. 76 is a timing chart illustrating a potential of each
wiring during N-channel reading according to a third modi-
fication example.

FIG. 77 is a timing chart illustrating a potential of each
wiring during P-channel reading according to the third
modification example.

DETAILED DESCRIPTION

The present embodiment now will be described more
fully hereinafter with reference to the accompanying draw-
ings, in which various embodiments are shown. In the
drawings, the thickness of layers and regions may be exag-
gerated for clarity. Like numbers refer to like elements
throughout. As used herein the term “and/or” includes any
and all combinations of one or more of the associated listed
items and may be abbreviated as “/”.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to limit
the scope of the invention. As used herein, the singular forms
“a,” “an” and “the” are intended to include the plurality of
forms as well, unless the context clearly indicates otherwise.
It will be further understood that the terms “comprises,”
“comprising,” “having,” “includes,” “including” and/or
variations thereof, when used in this specification, specify
the presence of stated features, regions, steps, operations,
elements, and/or components, but do not preclude the pres-
ence or addition of one or more other features, regions,
steps, operations, elements, components, and/or groups
thereof.

It will be understood that when an element such as a layer
or region is referred to as being “on” or extending “onto”
another element (and/or variations thereof), it may be
directly on or extend directly onto the other element or
intervening elements may also be present. In contrast, when
an element is referred to as being “directly on” or extending
“directly onto” another element (and/or variations thereof),
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there are no intervening elements present. It will also be
understood that when an element is referred to as being
“connected” or “coupled” to another element (and/or varia-
tions thereof), it may be directly connected or coupled to the
other element or intervening elements may be present. In
contrast, when an element is referred to as being “directly
connected” or “directly coupled” to another element (and/or
variations thereof), there are no intervening elements pres-
ent.

It will be understood that, although the terms first, second,
etc. may be used herein to describe various elements,
components, regions, layers and/or sections, these elements,
materials, regions, layers and/or sections should not be
limited by these terms. These terms are only used to distin-
guish one element, material, region, layer or section from
another element, material, region, layer or section. Thus, a
first element, material, region, layer or section discussed
below could be termed a second element, material, region,
layer or section without departing from the teachings of the
present invention.

Relative terms, such as “lower”, “back”, and “upper” may
be used herein to describe one element’s relationship to
another element as illustrated in the Figures. It will be
understood that relative terms are intended to encompass
different orientations of the device in addition to the orien-
tation depicted in the Figures. For example, if the structure
in the Figure is turned over, elements described as being on
the “backside” of substrate would then be oriented on
“upper” surface of the substrate. The exemplary term
“upper”, may therefore, encompasses both an orientation of
“lower” and “upper,” depending on the particular orientation
of the figure. Similarly, if the structure in one of the figures
is turned over, elements described as “below” or “beneath”
other elements would then be oriented “above” the other
elements. The exemplary terms “below” or “beneath” may,
therefore, encompass both an orientation of above and
below.

Embodiments are described herein with reference to cross
section and perspective illustrations that are schematic illus-
trations of idealized embodiments. As such, variations from
the shapes of the illustrations as a result, for example, of
manufacturing techniques and/or tolerances, are to be
expected. Thus, embodiments should not be construed as
limited to the particular shapes of regions illustrated herein
but are to include deviations in shapes that result, for
example, from manufacturing. For example, a region illus-
trated as flat may, typically, have rough and/or nonlinear
features. Moreover, sharp angles that are illustrated, typi-
cally, may be rounded. Thus, the regions illustrated in the
figures are schematic in nature and their shapes are not
intended to illustrate the precise shape of a region and are
not intended to limit the scope of the present invention.

The embodiments provide a memory system and a con-
troller which are capable of improving a processing speed.

In general, according to one embodiment, a memory
system includes: a semiconductor memory device, and a
controller. The semiconductor memory device performs a
writing operation with either a first writing method or a
second writing method. The controller selects one of the first
writing method and the second writing method upon receipt
of'a write instruction and output a write command indicating
the selected writing method to the semiconductor memory
device. The controller selects the writing method in accor-
dance with a storage location in the semiconductor memory
device targeted by the write instruction.
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Hereinafter, the embodiments will be described with
reference to the attached drawings. In the following descrip-
tion, a common reference numeral is given to common
portions in the drawings.

1. First Embodiment

A memory system according a first embodiment will be
described. Hereinafter, as a semiconductor memory device,
a three-dimensional stacked type NAND type flash memory,
in which memory cell transistor are stacked on a semicon-
ductor substrate, will be described as an example.

1.1 With Respect to Configuration

1.1.1 With Respect to Configuration of Memory System

First, a configuration of a memory system including a
semiconductor memory device according to this embodi-
ment will be described with reference to FIG. 1. FIG. 1is a
block diagram illustrating a memory system according to
this embodiment.

As illustrated, the memory system 1 includes a NAND
type flash memory 100 and a controller 200. The controller
200 and the NAND type flash memory 100 may form one
semiconductor device, for example, by a combination
thereof, and examples thereof include a memory card such
as an SD™ card, a solid state drive (SSD), and the like.

The NAND type flash memory 100 includes a plurality of
memory cell transistors, and stores data in a nonvolatile
manner. Details of a configuration of the NAND type flash
memory 100 will be described later.

In response to a command (an access) from an external
host apparatus, the controller 200 issues a command for the
NAND type flash memory 100 to perform reading, writing,
erasing, and the like. In addition, the controller 200 manages
a memory space of the NAND type flash memory 100.

The controller 200 includes a host interface circuit 210, a
built-in memory (RAM) 220, a processor (CPU) 230, a
buffer memory 240, a NAND interface circuit 250, and an
ECC circuit 260.

The host interface circuit 210 is connected to a host
apparatus through a controller bus, and takes charge of
communication with the host apparatus. In addition, the host
interface circuit 210 transmits a command and data which
are received from the host apparatus to the CPU 230 and the
buffer memory 240. In addition, the host interface circuit
210 transmits data in the buffer memory 240 to the host
apparatus in response to a command of the CPU 230.

The NAND interface circuit 250 is connected to the
NAND type flash memory 100 through a NAND bus, and
takes charge of communication with the NAND type flash
memory 100. In addition, the NAND interface circuit 250
transmits a command that is received from the CPU 230 to
the NAND type flash memory 100, and transmits write data
in the buffer memory 240 to the NAND type flash memory
100 during writing. In addition, during reading, the NAND
interface circuit 250 transmits data, which is read out from
the NAND type flash memory 100, to the buffer memory
240.

The CPU 230 controls an overall operation of the con-
troller 200. For example, when receiving a write command
from the host apparatus, the CPU 230 issues a write com-
mand based on the NAND interface in response to reception
of the write command. This is also true of writing and
erasing. In addition, the CPU 230 executes various processes
such as wear leveling performed to manage the NAND type
flash memory 100. In addition, the CPU 230 executes
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various arithmetic operations. For example, the CPU 230
executes a data encoding process, a randomization process,
and the like.

The ECC circuit 260 executes an error checking and
correcting (ECC) process with respect to data. That is, the
ECC circuit 260 generates parity based on write data during
writing of data, generates syndrome from the parity during
reading to detect an error, and corrects the error. Alterna-
tively, the CPU 230 may perform the function of the ECC
circuit 260.

The built-in memory 220 is, for example, a semiconductor
memory such as DRAM, and is used as a work region of the
CPU 230. In addition, the built-in memory 220 retains
firmware configured to manage the NAND type flash
memory 100, and various management table, and the like. In
addition, for example, the built-in memory 220 retains a
table (write situation table) that stores a write situation of the
NAND type flash memory 100. Details of the write situation
table will be described in the following 1.1.4 section.

1.1.2 With Respect to Configuration of Semiconductor
Memory Device

Next, a configuration of the NAND type flash memory
100 will be described.

1.1.2.1 With Respect to Overall Configuration of Semi-
conductor Memory Device

FIG. 2 is a block diagram of the NAND type flash
memory 100 according to this embodiment. As illustrated,
the NAND type flash memory 100 includes a core section
110 and a peripheral circuit 120.

The core section 110 includes a memory cell array 111, a
row decoder 112, a sense amplifier 113, a source line driver
114, and a well driver 115.

The memory cell array 111 includes a plurality of blocks
BLK (BLKO, BLK1, BLK2, . . . ) as an assembly of a
plurality of nonvolatile memory cell transistors MT which
are correlated to a word line and a bit line. Each of the blocks
BLK forms a data erase unit, and a plurality of pieces of data
in the same block BLK are collectively erased. Each of the
blocks BLK includes a plurality of string units SU (SUO,
SU1, SU2, . . .), each including an assembly of NAND
strings 116 in which memory cells are connected in series.
In addition, the number of blocks in the memory cell array
111 or the number of the string units SU in one block BLK
is arbitrary. Details of the memory cell array 111 will be
described later.

The row decoder 112 decodes a block address or a page
address, and selects one word line of a corresponding block
BLK. In addition, the row decoder 112 applies an appropri-
ate voltage to a selected word line and a non-selected word
line.

The sense amplifier 113 senses and amplifies data, which
is read out from the memory cell transistors MT to a bit line
BL, during reading data. In addition, the sense amplifier 113
transmits write data to the memory cell transistors MT
during writing of data. Reading and writing of data from and
in the memory cell array 111 is performed in unit of a
plurality of memory cell transistors MT, and this unit is
referred to as a page.

The source line driver 114 applies a voltage to a source
line.

The well driver 115 applies a voltage to a well region in
which the NAND strings 116 are formed.

The peripheral circuit 120 includes a sequencer 121, a
charge pump 122, a register 123, and a driver 124.

The sequencer 121 controls an overall operation of the
NAND type flash memory 100.
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The charge pump 122 raises a power supply voltage that
is supplied from the outside, and supplies a necessary
voltage to the driver 124.

The driver 124 supplies a voltage, which is necessary for
writing, reading, and erasing of data, to the row decoder 112,
the sense amplifier 113, the source line driver 114, and the
well driver 115.

The register 123 retains various signals. For example, the
register 123 retains a status of a data writing operation or a
data erasing operation, and notifies the controller of whether
or not an operation is normally completed according to the
status. In addition, the register 123 may also retain various
tables.

1.1.2.2 With Respect to Configuration of Memory Cell
Array

Next, details of the configuration of the memory cell array
111 will be described. FIG. 3 is a circuit diagram of the block
BLKO. The other blocks BLK also have the same configu-
ration.

As illustrated in the drawing, for example, the block
BLKO includes four string units SU (SU0 to SU3). In
addition, each of the string units SU includes a plurality of
NAND strings 116.

For example, each of the NAND strings 116 includes
eight memory cell transistors MT (MTO0 to MT7), and
selection transistors ST1 and ST2. Each of the memory cell
transistors MT includes a stacked gate including a control
gate and a charge storage layer, and retains data in a
nonvolatile state. In addition, the number of the memory cell
transistors MT is not limited to eight, and may be 16, 32, 64,
128, and the like without limitation. Current paths of the
memory cell transistors MTO0 to MT7 are connected in
series. The current path of the memory cell transistor MT7
on one end side of the serial connection is connected on end
of the current path of the selection transistor ST1, and the
current path of the memory cell transistor MT0 on the other
end side of the serial connection is connected to one end of
the current path of the selection transistor ST2.

The gate of the selection transistor ST1 of each of the
string units SUO to SU3 is commonly connected to each of
selection gate lines SGDO to SGD3. On the other hand, the
gate of the selection transistor ST2 is commonly connected
to the same selection gate line SGS between a plurality of
string units. In addition, each of the control gates of the
memory cell transistors MT0 to MT7 in the same block
BLKO is commonly connected to each of word lines WL0 to
WL7.

That is, common connection of each of the word lines
WLO to WL7 and the selection gate line SGS is established
between the plurality of string units SU0 to SU3 in the same
block BLK. In contrast, the selection gate line SGD is
configured to be independent for each of the string units SU0
to SU3 even in the same block BLK.

In addition, the other end of the current path of the
selection transistor ST1 of each of NAND strings 116, which
pertain to the same column among the NAND strings 116
that are disposed in a matrix shape in the memory cell array
111, is commonly connected to each of several bit lines BL.
(BLO to BL (K-1), (K-1) represents a natural number of 1
or greater). That is, the bit line BL. commonly connects the
NAND strings 116 between a plurality of blocks BLK. In
addition, the other end of the current path of the selection
transistor ST2 is commonly connected to a source line SL.
For example, the source line SI. commonly connects the
NAND strings 116 between a plurality of blocks.

FIG. 4 is a cross-sectional view of a partial region of the
memory cell array 111 according to this embodiment. As
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illustrated in the drawing, a plurality of the NAND strings
116 are formed on a P-type well region 20. That is, a
plurality of wiring layers 25 which function as a selection
gate line SGS, a plurality of wiring layers 23 which function
as a word line WL, and a plurality of wiring layers 24 which
function as a selection gate line SGD are formed on the well
region 20.

In addition, a memory hole 26, which penetrates through
the wiring layers 23 to 25 and reaches the P-type well region
20, is formed. A block insulating film 27, a charge storage
layer 28 (insulating film), and a tunnel insulating film 29 are
sequentially formed on a side surface of the memory hole
26, and the inside of the memory hole 26 is filled with a
conductive film 30. The conductive film 30 is a region which
functions as the current path of each of the NAND strings
116, and in which a channel is formed during operation of
the memory cell transistors MT and the selection transistors
ST1 and ST2.

In each of the NAND strings 116, the plurality of the
wiring layers 25 (in this example, four layers) are electri-
cally connected in common, and are connected to the same
selection gate lines SGS. That is, the four-layer wiring layers
25 substantially function as a gate electrode of one selection
transistor ST2. This is also true of the wiring layer 24, and
the four-layer wiring layers 24 are connected to the same
selection gate line SGD and substantially function as a gate
electrode of one selection transistor ST1. In addition, the
number of layers of the wiring layers 24 and the wiring
layers 25 is not limited and may be provided in one or more
layers.

According to the above-described configuration, in each
of the NAND strings 116, the selection transistor ST2, a
plurality of the memory cell transistors MT, and the selec-
tion transistor ST1 are sequentially stacked on the P-type
well region 20.

In addition, in the example of FIG. 4, the selection
transistors ST1 and ST2 are provided with the charge storage
layer 28 similar to the memory cell transistors MT. How-
ever, the selection transistors ST1 and ST2 substantially
function as a switch instead of functioning as a memory cell
that retains data. At this time, a threshold value at which the
selection transistors ST1 and ST2 are turned on and off may
be controlled by injecting a charge into the charge storage
layer 28.

A P*-type impurity diffusion layer 31 is formed in a
region of the conductive film 30 on an upper side of the
wiring layer 24. Accordingly, the diffusion layer 31 is
connected to a wiring layer 32 that functions as the bit line
BL.

The bit line BL is connected to the sense amplifier 113.

In addition, an N*-type impurity diffusion layer 33 and a
P*-type impurity diffusion layer 34 are formed inside a
surface of the P-type well region 20. A contact plug 35 is
formed on the diffusion layer 33, and a wiring layer 36 that
functions as the source line SL is formed on the contact plug
35. The source line SL is connected to the source line driver
114. In addition, a contact plug 37 formed on the diffusion
layer 34, and a wiring layer 38 that functions as a well wiring
CPWELL is formed on the contact plug 37. The well wiring
CPWELL is connected to the well driver 115. The wiring
layers 36 and 38 formed in a layer which is located on an
upper side in comparison to the selection gate line SGD, and
is located on a lower side in comparison to the wiring layer
32.

A plurality of the above-described configurations are
disposed in a depth direction of a paper surface on which
FIG. 4 is drawn, and the string unit SU is formed by an
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assembly of the plurality of NAND strings 116 which extend
in the depth direction. In addition, the wiring layers 25,
which function as a plurality of the selection gate lines SGS
included in the same string unit SU, are commonly con-
nected to each other. That is, the tunnel insulating film 29 is
also formed on the P-type well region 20 between the
NAND strings 116 which are adjacent to each other, and the
wiring layer 25 that is adjacent to the diffusion layer 33, and
the tunnel insulating film 29 are formed to the vicinity of the
diffusion layer 33.

Accordingly, when a charge is supplied from the diffusion
layer 33 to the conductive film 30, an N-channel is formed
in the memory cell transistors MT, and the selection tran-
sistors ST1 and ST2, and thus these components operate as
an N-channel transistor. In addition, when a hole is supplied
from the diffusion layer 31 to the conductive film 30, a
P-channel is formed in the memory cell transistors MT, and
the selection transistors ST1 and ST2, and these components
operate as a P-channel transistor. As described above, the
structure according to this embodiment has a structure in
which the memory cell transistors MT, and the selection
transistors ST1 and ST2 are capable of forming two chan-
nels (hereinafter, this structure is referred to as a dual-
channel structure).

However, for example, a configuration of the memory cell
array 111 may be as described in U.S. patent application Ser.
No. 12/407,403, filed Mar. 19, 2009, titled “three dimen-
sional stacked nonvolatile semiconductor memory”. In addi-
tion, the configuration may be as disclosed in U.S. patent
application Ser. No. 12/406,524, filed Mar. 18, 2009, titled
“three dimensional stacked nonvolatile semiconductor
memory”, U.S. patent application Ser. No. 12/679,991, filed
Mar. 25, 2010, titled “non-volatile semiconductor storage
device and method of manufacturing the same”, and U.S.
patent application Ser. No. 12/532,030, filed Mar. 23, 2009,
titled “semiconductor memory and method for manufactur-
ing same”. The contents of all of these patent applications
are incorporated herein by reference in their entireties.

1.1.2.3 With Respect to Sense Amplifier

Next, a configuration of the sense amplifier 113 will be
described. In this embodiment, the voltage sensing type
sense amplifier 113 that senses a voltage variation of the bit
line BL will be described as an example. In the voltage
sensing type, a voltage sensing operation is performed by
shielding bit lines adjacent to each other. That is, in the
voltage sensing type, data is read out for each even bit line
BLe, and for each odd bit line BLo. Accordingly, in several
string units SU of several blocks BLK, among the plurality
of memory cell transistors MT which are commonly con-
nected to any one word line WL, an assembly of memory
cell transistors MT, which are connected to either the even
bit line BLe or the odd bit line BLo, becomes a unit called
“page”. Accordingly, when reading data from the even bit
line BLe, the odd bit line BLo is fixed (shielded) to a
constant potential, and when reading data from the odd bit
line BLo, the even bit line BLe is fixed to a constant
potential.

FIG. 5 is a circuit diagram of a sense amplifier unit
corresponding to two bit lines. The sense amplifier 113 is an
assembly of the sense amplifier unit which is provided for
every two bit lines BL and is illustrated in FIG. 5. As
illustrated in the drawing, one sense amplifier unit is shared
by the even bit line BLe and the odd bit line BLo.

Each sense amplifier unit includes a primary data cache
(PDC) 430, a secondary data cache (SDC) 431, three
dynamic data caches (DDC) 433 (433-1 to 433-3), and a
temporary data cache (TDC) 434. In addition, the dynamic
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data caches 433 and the temporary data cache 434 may be
provided as necessary. In addition, the dynamic data caches
433 may be used as a cache that retains data to be written to
the bit line BL. during writing.

The primary data cache 430 includes clocked inverters
CLI1 and CLI2, and an N-channel MOS transistor NMOS5.
The secondary data cache 431 includes clocked inverters
CLI3 and CLI4, and N-channel MOS transistors NMOS6
and NMOS?7. Each of the dynamic data caches 433 includes
N-channel MOS transistors NMOS4 and NMOS9. In addi-
tion, the temporary data cache 434 includes a capacitor C.

Ends of current paths on one side of N-channel MOS
transistors HN2e and HN2o are connected to corresponding
even bit line BLe and odd bit line BLo, respectively. Signal
lines BL.Se and BLSo are connected to gates of the transis-
tors HN2e and HN2o, respectively, and ends of the current
paths on the other side are commonly connected to an
N-channel MOS transistor NMOS10 through a wiring
SABL.

In addition, sources of N-channel MOS transistors HN1e
and HN1o are connected to the even bit line BLe and the odd
bit line BLo, respectively. In transistors HN1e and HNlo,
signal lines BIASe and BIASo are connected to gates
thereof, respectively, and a signal line BLCRL is connected
to drains thereof.

In the transistor NMOS10, a signal line BLCLAMP is
connected to a gate thereof, and one end of a current path is
connected to ends on one side of current paths of transistors
NMOS11 to NMOS13, and NMOS19, a gate of a transistor
NMOS18, and the temporary data cache 434.

In the transistor NMOS11, a signal line BLPRE is con-
nected to a gate thereof, and the other end of a current path
is connected to a power supply, and thus a voltage VPRE is
supplied to the transistor NMOS11. For example, the VPRE
is a voltage that is supplied to the sense amplifier 113 to
pre-charge the bit line BL during reading data.

In transistors NMOS12, signal lines REG are connected
to gates thereof, respectively, and ends on the other end side
of current paths are connected to the dynamic data caches
433, respectively.

In the transistor NMOS13, a signal line BLC1 is con-
nected to a gate thereof, and the other end of a current path
is connected ends on one side of current paths of the primary
data cache 430, the dynamic data caches 433, and the
P-channel MOS transistor.

In the transistor NMOS19, a signal line BLC2 is con-
nected to a gate thereof, and the other end of a current path
is connected to the secondary data cache 431.

In addition, in the example of FIG. 5, as a transistor that
control input and output of data in data cache, the N-channel
MOS transistor is used, but a P-channel MOS transistor may
be used.

In addition, the circuit configuration of the primary data
cache 430, the secondary data cache 431, the dynamic data
caches 433, and the temporary data cache 434 is not limited
to the configuration illustrated in FIG. 5, and other circuit
configurations may be employed.

1.1.3 With Respect to Threshold Value Distribution of
Memory Cell Transistor

Next, a threshold value distribution each of the memory
cell transistors M T will be described with reference to a case
capable of retaining two-bit data as an example. FIG. 6
illustrates the threshold value distribution of the memory
cell transistor MT according to this embodiment.

The threshold voltage of the memory cell transistor MT
according to this embodiment includes a positive type which
takes on a positive value during writing of data, and a
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negative type which takes on a negative value during writing
of data. In addition, in each of the types, two-bit data, that
is, a plurality of pieces of data such as “11”, “01”, “10”, and
“00” may be retained.

As illustrated in the drawing, “11” data corresponds to an
erase state, and a threshold value thereof is in an “E” level
commonly in the positive type and the negative type. The
“E” level has a positive value or a negative value, and this
level is a value that is higher than a negative voltage AVHn
and is lower than a positive voltage AVHp.

In the positive type, “01” data, “10” data, and “00” data
correspond to a state in which a charge is injected into the
charge storage layer 28 and data is written. In addition,
threshold voltages of the memory cell transistor MT during
retention of respective pieces of data are in an “Ap” level,
a “Bp” level, and a “Cp” level. In addition, the threshold
voltages satisfy a relationship of “E” level<“Ap level”<“Bp
level”<“Cp” level, and the “Ap” level, the “Bp” level, and
the “Cp” level have a positive value. For example, the “Ap”
level is a voltage that is higher than the positive voltage
AVHp and is lower than a positive voltage BVHp, and the
“Bp” level is a voltage that is higher than the positive
voltage BVHp and is lower than a positive voltage CVHp.
The “Cp” level is a voltage that is higher than the positive
voltage CVHp.

The negative type has a voltage relationship that is
opposite to that of the positive type. That is, “01” data, “10”
data, and “00” data in the negative type correspond to a state
in which a hole is injected into the charge storage layer 28
and data is written. In addition, threshold voltages of the
memory cell transistor MT during retention of respective
pieces of data are in an “An” level, a “Bn” level, and a “Cn”
level. In addition, the threshold voltages satisty a relation-
ship of “E” level>“An level”>*“Bn level”>“Cn” level, and
the “An” level, the “Bn” level, and the “Cn” level have a
negative value. For example, the “An” level is a voltage that
is lower than the negative voltage AVHn and is higher than
a negative voltage BVHn. The “Bn” level is a voltage that
is a voltage that is lower than the negative voltage BVHn
and is higher than a negative voltage CVHn. The “Cn” level
is a voltage that is lower than the negative voltage CVHn.

In addition, a relationship between the respective pieces
of data and the threshold levels is not limited to the above-
described relationship, and may be appropriately changed.

Next, a variation in the threshold value due to a writing
operation will be described. In the NAND type flash
memory 100 according to this embodiment, a writing
method is different depending on whether a threshold value
of a page that becomes a data write target is a positive type
or a negative type. The difference will be described with
reference to FIGS. 7 and 8. FIGS. 7 and 8 are graphs
illustrating a variation in the threshold voltage of the
memory cell transistor MT along with writing of data in a
case where the write target page has threshold values of the
negative type and the positive type, respectively.

In addition, in the following description, an operation,
which allows the threshold value of the memory cell tran-
sistor MT to vary by injecting a charge or a hole into the
charge storage layer 28 during a writing operation, is
referred to as “programming”, and an operation of deter-
mining whether or not the threshold value of the memory
cell transistor MT reaches a target threshold value as a result
of'the programming is referred to as verification. In addition,
data is written to the memory cell transistor M T by repetition
of the programming and the verification.

First, a case where the write target page has a negative-
type threshold value will be described with reference to FIG.
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7. As illustrated in the drawing, in this case, the program-
ming is performed in such a manner that a threshold value
after writing becomes a positive value, that is, a positive
type. This programming is referred to as a “positive-mode
programming”. More specifically, the memory cell transistor
MT having threshold values of the “Cn” level, the “Bn”
level, the “An” level, and the “E” level is programmed in
such a manner that the threshold values have any one of the
“E” level, the “Ap” level, the “Bp” level, and the “Cp” level.

Next, a case where the write target page has a positive-
type threshold value will be described with reference to FIG.
8. As illustrated in the drawing, in this case, the program-
ming is performed in such a manner that the threshold value
after writing becomes a negative value, that is, a negative
type. This programming is referred as a “negative-mode
programming”. More specifically, the memory cell transistor
MT having threshold values of the “Cp” level, the “Bp”
level, the “Ap” level, and the “E” level is programmed in
such a manner that the threshold values have any one of the
“E” level, the “An level, the “Bn” level, and the “Cn” level.

As described above, in this embodiment, the positive-
mode programming and the negative-mode programming
are separately used in accordance with a type of the thresh-
old value of the write target page, and then data is written
(this is referred to as a “dual mode programming”). Accord-
ing to this, the memory cell transistor MT may store data in
two threshold value types including the positive type and the
negative type.

1.1.4 With Respect to Write Situation Table of Memory
Cell Transistor

Next, the above-described write situation table will be
described. FIG. 9 is a conceptual diagram of the write
situation table.

As illustrated in the drawing, the write situation table
retains a plurality of pieces of information which indicate a
threshold value distribution type (either a positive type or a
negative type) of each page, validity of data, and the
cumulative number of writing operations of data.

In the example of FIG. 9, for example, in the word line
WLO of the string unit SU0 in the block BLKO0, a threshold
value of data that is retained by a page corresponding to the
even bit line BLe is a negative type, and the data is in a valid
state. In addition, the cumulative number of times of the
writing operations with respect to the page is 7 times. In
addition, for example, in the word line WLO, a threshold
value of data that is retained by a page corresponding to the
odd bit line BLo is a positive type, and the data is in an
invalid state. In addition, the cumulative numbers of times of
the writing operation with respect to the corresponding page
is 16 times.

The CPU 230 of the controller 200 updates the write
situation table whenever writing data to the NAND type
flash memory 100 or whenever data copy is performed
between blocks. In addition, the CPU 230 of the controller
200 manages a write state of each page by using the write
situation table.

1.2 With Respect to Writing Operation of Data

A writing operation of data according to this embodiment
will be described.

1.2.1 With Respect to Overall Flow of Writing Operation

First, an overall flow of a writing operation of data in the
NAND type flash memory 100 will be described. FIGS. 10
and 11 are flowcharts illustrating an operation flow of the
NAND type flash memory 100 during the writing operation.
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As illustrated in the drawings, for example, the sequencer
121 receives a write command, a write selection page
address, and write data from the controller 200. At this time,
in addition to the pieces of information, when information
(hereinafter, referred to as “type information™) related to a
current threshold value distribution type is present in the
write selection page, the controller 200 also transmits the
information. In addition, examples of a case where the type
information is not present in the write selection page include
a shipment state, a case after erasing, and the like.

In this state, first, the sequencer 121 confirms whether or
not the type information is received (step S100). When the
type information is not received (No in step S100), the
sequencer 121 selects a programming mode that is set in
advance to be preferentially executed (step S101).

When the type information is received (Yes in step S100),
the sequencer 121 confirms whether the threshold value of
the selection page is the negative type or the positive type
based on the information (step S102).

When the selection page is the negative type (Yes in step
S103), and when the positive-mode programming is selected
in step S101 (Yes in step S101), the sequencer 121 selects
the positive-mode programming (step S104). In addition, the
sequencer 121 executes negative pre-verification to confirm
a threshold value state of the memory cell transistor MT
(step S105).

The negative pre-verification is a process of determining
whether or not data in a threshold level lower than any
negative voltage Vneg corresponding to the “E” level is
included in the selection page. In addition, when the data in
the threshold level lower than the negative voltage Vneg is
not included in the selection page, the selection page passes
the negative pre-verification. On the other hand, for
example, when a plurality of pieces of data in the “An” level,
the “Bn” level, and the “Cn” level, and data in a level which
is the “E” level and is lower than the Vneg are included, the
selection page fails in the negative pre-verification.

Subsequently, the sequencer 121 determines whether or
not a positive-mode programming in the “E” level (herein-
after, referred to as an ““E”pos programming”) is necessary
based on a result of the negative pre-verification in step S105
(step S106). Specifically, when the selection page passes
negative pre-verification is passed, the sequencer 121 deter-
mines that the “E”pos programming is not necessary (No in
step S106), and skips the “E”pos programming. In contrast,
when the selection page fails in the negative pre-verification,
the sequencer 121 determines that the “E”’pos programming
is necessary (Yes in step S106) and executes the “E’pos
programming (step S107).

The “E”pos programming is an operation of executing a
programming with respect to a memory cell transistor M T in
which a threshold voltage is lower than Vneg so as to raise
the threshold value to a value that is in the “E” level and is
equal to or greater than Vneg. In addition, after step S107,
the sequencer 121 executes verification (step S108). The
verification is a process of comparing the threshold value of
the memory cell transistor MT during a programming or
erasing, or immediately after the programming or the erasing
and a verification level with each other to determine whether
or not a target threshold value is present. The verification
level is a voltage corresponding to a threshold level that is
a target, and the verification level that is used in the “E”pos
programming is Vneg. The sequencer 121 passes the veri-
fication in step S108, or repeats the processes of step S107
and S108 until reaching the upper limit number of times
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which is set in advance (hereinafter, a series of processes
including the programming and the verification is referred to
as a “programming loop”).

Subsequently, the sequencer 121 executes a programming
(hereinafter, referred to as an ““LMp” programming”) in an
“LMp level” based on write data received from the control-
ler 200.

The “LMp” programming is a programming operation of
raising the threshold level to an “LMp” level. For example,
the “LMp” level is a threshold value in an intermediate level
between the “Ap” level and the “Bp” level, and is in a range
of the positive voltages VLMp to CVHp. In addition, in the
“LMp” programming, a memory cell transistor MT to be
programmed to the “Bp” level and the “Cp” level becomes
a target. Accordingly, when the memory cell transistor MT
that becomes a target is not present, the sequencer 121
determines that the “LMp” programming is not necessary
(No in step S110) and skips the “LMp” programming. In
contrast, when the memory cell transistor MT that becomes
a target is present, the sequencer 121 determines that the
“LMp” programming is necessary (Yes in step S110) and
executes the “LMp” programming (step S111). However, the
“LMp” level is, for example, a threshold value in an inter-
mediate level between the “Ap” level and the “Bp” level. In
addition, after step S111, the sequencer 121 executes veri-
fication (step S112). A verification level at this time is
VLMp. In addition, the sequencer 121 passes the verification
in step S112, or repeats the processes of step S111 and S112
before reaching a predetermined number of times.

Next, the sequencer 121 executes programmings (herein-
after, referred to as ““Ap” to “Cp” programmings”) in the
“Ap” level, the “Bp” level, and the “Cp” level based on write
data received from the controller 200 (step S114).

The “Ap” to “Cp” programmings are operations of raising
a threshold value of each memory cell transistor M T in the
selection page to a predetermined value based on the write
data. As a result, the data received from the controller 200
is written to the selection page.

More specifically, a threshold value of a memory cell
transistor MT to which “01” data is written is raised from the
“E” level to the “Ap” level. A threshold value of a memory
cell transistor MT to which “10” data and “00” data are
written is raised from the “LMp” level to the “Bp” level and
the “Cp” level, respectively.

In step S101, when the negative-mode programming is set
to be preferentially executed (No in step S101), or in step
S103, when the selection page is the positive type (No in
step S103), the sequencer 121 selects the negative-mode
programming (step S117). In addition, the sequencer 121
executes positive pre-verification to confirm a threshold
value state of the memory cell transistor MT (step S118).

The positive pre-verification is a process of determining
whether or not data in a threshold level, which corresponds
to the “E” level and is higher than a positive voltage Vpos,
is included in the selection page in a manner opposite to the
negative pre-verification described in step S105. When the
data is not included, the selection page passes the negative
pre-verification, and when the data is included, the selection
page fails in the negative pre-verification.

Subsequently, the sequencer 121 executes a negative-
mode programming (hereinafter, referred to as an ““E’neg
programming”) in the “E” level based on the result in step
S118 (step S120). The “E”neg programming is an operation
opposite to the “E”pos programming described in step S105.
That is, the “E”neg programming is an operation of execut-
ing a programming with respect to a memory cell transistor
MT in which a threshold voltage is higher than Vpos so as
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to lower the threshold value to a value that is in the “E” level
and is equal to or less than Vpos.

Subsequently, the sequencer 121 executes a programming
(hereinafter, referred to as an ““LMn” programming”) in an
“LMn” level based on write data received from the control-
ler 200 (step S124).

The “LMn” programming is also true of the “LMp”
programming described in step S110. That is, the “LMn”
programming is a programming operation of setting a
threshold value of a memory cell transistor M T, which is to
be programmed to the “Bn” level and the “Cn” level, to the
“LMn” level. For example, the “LMn” level is a threshold
value in an intermediate level between the “An” level and
the “Bn” level, and is in a range of CVHn to the negative
voltage VLMn. In addition, a verification level during per-
forming verification is VLMn.

Next, the sequencer 121 executes programmings (herein-
after, referred to as ““An” to “Cn” programmings”) in the
“An” level, the “Bn” level, and the “Cn” level based on write
data received from the controller 200 (step S127).

This step is similar to step S114, and is an operation of
raising a threshold value of each memory cell transistor MT
on the selection page to a predetermined value based on the
write data. As a result, the data received from the controller
200 is written to the selection page.

1.2.2 With Respect to Specific Example of Writing Opera-
tion

Next, specific examples of the negative pre-verification,
the “E”pos programming, the “LMp” programming, the
“Ap” to “Cp” programmings, the positive pre-verification,
the “E”neg programming, the “L.Mn” programming, and the
“An” to “Cn” programmings will be described with refer-
ence to FIGS. 12 to 17. FIGS. 12 to 17 are graphs illustrating
a variation in a threshold value distribution in the selection
page during each operation.

First, an example of the negative pre-verification is illus-
trated in FIG. 12. As illustrated in the drawing, the sequencer
121 reads data from the selection page, and determines
whether or not a threshold value is equal to or less than Vneg
for each memory cell transistor MT. In FIG. 12, when a
memory cell transistor MT having a threshold value in a
hatched distribution is included in the selection page, the
page fails in the negative pre-verification.

However, in this example, Vneg is set to a voltage higher
than AVHn. This setting is performed to suppress enlarge-
ment in a distribution width of the “E” level, and for
example, Vneg may be the same as AVHn.

Next, the “E”pos programming will be described with
reference to FIG. 12. As illustrated in the drawing, the
positive-mode programming is executed with respect to a
memory cell transistor MT having a threshold value that is
less than Vneg. As a result, threshold values of all memory
cell transistors MT in the selection page are set to values in
a range of Vneg to AVHp.

Next, the “LMp” programming will be described with
reference to FIG. 13. As illustrated in the drawing, the
positive-mode programming is executed with respect to a
memory cell transistor MT which is to be programmed to the
“Bp” level and the “Cp” level. As a result, a threshold value
of the memory cell transistor MT that is programmed is set
to a value in a range of VLMp to CVHp.

Next, the “Ap” to “Cp” programmings will be described
with reference to FIG. 14. As illustrated in the drawing, the
positive-mode programming into the “Ap” level is executed
with respect to a part of memory cell transistors MT in the
“E” level. In addition, a positive-mode programming into
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the “Bp” level or the “Cp” level is executed with respect to
a memory cell transistor MT in the “LMp” level.

Next, the positive pre-verification will be described with
reference to FIG. 15. As illustrated in the drawing, when a
memory cell transistor MT having a threshold value in a
hatched distribution, which is equal to or greater than Vpos,
is included in the selection page, the page fails in the positive
pre-verification. However, Vpos may be the same as AVHp.

Next, the “E”neg programming will be described with
reference to FIG. 15. As illustrated in the drawing, the
negative-mode programming is executed with respect to a
memory cell transistor MT having a threshold value that is
equal to or greater than Vpos. As a result, threshold values
of all memory cell transistors MT in the selection page are
set to values in a range of AVHn to Vpos.

Next, the “LMp” programming will be described with
reference to FIG. 16. As illustrated in the drawing, the
negative-mode programming is executed with respect to a
memory cell transistor MT which is to be programmed into
the “Bn” level and the “Cn” level. As a result, a threshold
value of the memory cell transistor MT that is programmed
is set to a value in a range of CVHn to VLMn.

Next, the “An” to “Cn” programmings will be described
with reference to FIG. 17. As illustrated in the drawing, the
negative-mode programming into the “An” level is executed
with respect to a part of memory cell transistors MT in the
“E” level. In addition, the positive-mode programming into
the “Bn” level or the “Cn” level is executed with respect to
a memory cell transistor MT in the “LMn” level.

1.2.3 With Respect to Voltage During Writing

Next, a voltage relationship between wirings during writ-
ing of the data will be described.

1.2.3.1 With Respect to Voltage of Positive-Mode Pro-
gramming

First, a voltage relationship between respective wirings
during the positive-mode programming will be described. In
the positive-mode programming, the selection transistors
ST1 and ST2, and the memory cell transistors MT in the
NAND string 116 corresponding to a page, which is a write
target, operate as an N-channel transistor. FIG. 18 is a timing
chart illustrating a potential of each wiring during the
positive-mode programming. This chart illustrates a poten-
tial of each wiring during the “E”pos programming, the
“LMp” programming, or the “Ap” to “Cp” programmings in
FIGS. 10 and 11.

As illustrated in the drawing, at time t1, the row decoder
112 applies a voltage VSGp (for example, 5 V) to the
selection gate line SGS. VSGp is a voltage that turns on the
selection transistor ST2 in the positive-mode programming.

Next, at time t2, the row decoder 112 applies a voltage
VPASSp (for example, 7 V) to the selected word line WL
and the non-selected word line WL. VPASSp is a voltage
that turns on the memory cell transistor MT regardless of a
threshold value of the memory cell transistor MT during the
positive-mode programming.

An aspect of the NAND string 116 at this time is illus-
trated in FIG. 19. FIG. 19 is a cross-sectional view illus-
trating the NAND string 116. As illustrated in the drawing,
when VPASSp is applied to the selected word line WL and
the non-selected word line WL, a potential of the conductive
film 30 is also apt to increase to the same VPASSp due to
capacitive coupling. However, since the selection transistor
ST2 is in the on-state, a charge is supplied from the source
line side (P-type well region 20), and thus the conductive
film 30 retains 0 V that is the same voltage as in the source
line SL. In addition, since a charge is supplied to the
conductive film 30, an N-channel is formed in the memory
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cell transistors MT0 to MT7 and the selection transistor ST2,
and these transistors operate as an N-channel transistor.

Description will continue by returning to FIG. 18. Sub-
sequently, at time t3, the row decoder 112 sets a potential of
the selection gate line SGS to 0 V from VSGp. According to
this, the selection transistor ST2 is turned off.

Next, at time t4, the row decoder 112 applies a positive
voltage, for example, VPASSp to the selection gate line
SGD. In addition, the sense amplifier 113 applies, for
example, 0 V to the bit line BL. to which data is written to
turn on the selection transistor ST1. In addition, the sense
amplifier 113 applies the same potential that of the selection
gate line SGD, for example, VPASSp to a bit line BL that
does not perform writing, to turn off the selection transistor
ST1.

Next, at time t5, the row decoder 112 applies a voltage
VPGMp to the selected word line WL. VPGMp is a positive
high voltage (for example 20 V) that is applied to a gate of
the selected word line WL during the positive-mode pro-
gramming, and a relationship of VPGMp>VPASSp is sat-
isfied.

According to this, in the memory cell transistor MT that
is a programming target, a potential difference between the
selected word line WL and the conductive film 30, that is, a
potential difference between a gate and a channel increases.
Accordingly, a charge is injected into the charge storage
layer 28 due to FN tunneling. As a result, a threshold value
of the memory cell transistor MT varies toward a positive
side.

Next, at time t6, the sense amplifier 113 applies 0 V to the
bit line BL. The row decoder 112 applies 0 V to all word
lines WL. According to this, the charge injection due to the
FN tunnel current is terminated.

Finally, at time t7, the row decoder 112 applies 0 V to the
selection gate line SGD. According to this, the programming
is terminated.

In addition, during the time (time t1 to time t7), the source
line driver 114 applies 0 V to the source line SL. The well
driver 115 applies 0 V to the well wiring CPWELL.

In addition, row decoder 112 applies O V to the non-
selection selection gate line SGD to turn off the selection
transistor ST1. According to this, in the NAND string 116
that is connected to the non-selection selection gate line
SGD, when a voltage of the selected word line WL
increases, a potential of the conductive film 30 also increases
due to capacitive coupling. Accordingly, a potential differ-
ence between a gate and a channel does not occur, and thus
the FN tunnel current does not flow, and a programming is
not executed. That is, a string unit SU, which is not a target,
is excluded from a target of a programming.

FIG. 20 is a graph illustrating a relationship between the
number of times the programming loop is executed and
VPGMp. As illustrated in the drawing, for example, with
regard to VPGMp, a voltage value may be stepped up
whenever a programming loop is repeated. A step-up voltage
value at this time is DVPGMp (>0 V).

1.2.3.2 With Respect to Voltage of Negative-Mode Pro-
gramming

Next, a voltage relationship between respective wirings in
the negative-mode programming will be described. In the
negative-mode programming, the selection transistors ST1
and ST2, and the memory cell transistors MT in the NAND
string 116 corresponding to a page, which is a write target,
operate as a P-channel transistor. FIG. 21 is a timing chart
illustrating a potential of each wiring during the negative-
mode programming. This chart illustrates a potential of each
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wiring during the “E”neg programming, the “LMn” pro-
gramming, or the “An” to “Cn” programmings in FIGS. 10
and 11.

As illustrated in the drawing, at time t1, the row decoder
112 applies a voltage Vgn (for example -3.3 V) to a
selection gate line SGD corresponding to a selected page.
Vgn is a voltage that is applied to the selection gate line SGD
or SGS to turn on the selection gate line when the selection
transistor ST1 or ST2 operates as a P-channel transistor
during a programming. A relationship of Vgn<0 V is satis-
fied. The sense amplifier 113 applies, for example, 0 V to a
bit line BL that writes data, and applies Vgn, which is the
same potential as that of the selection gate line SGD, to a bit
line BL that does not write data. According to this, a
selection transistor ST1 corresponding to a memory cell
transistor MT to which data is written is turned on, and a
selection transistor ST1 corresponding to a memory cell
transistor MT to which data is not written is turned off.

Next, at time t2, the row decoder 112 applies a voltage
VPASSn (for example, -7 V) to the selected word line WL
and the non-selected word line WL. VPASSn is a voltage to
turn on the memory cell transistor MT regardless of a
threshold value of the memory cell transistor MT during the
negative-mode programming.

An aspect of the NAND string 116 at this time is illus-
trated in FIG. 22. FIG. 22 is a cross-sectional view of the
NAND string 116. As illustrated in the drawing, opposite to
the case of the positive-mode programming, when VPASSn
is applied to the selected word line WL and the non-selected
word line WL, a hole is supplied from a bit line side (P-type
diffusion layer 31), and the conductive film 30 retains O V
that is the same voltage as in the bit line BL. In addition,
since a hole is supplied to the conductive film 30, a P-chan-
nel is formed in the memory cell transistors MT0 to MT7
and the selection transistor ST1, and these transistors oper-
ates a P-channel transistor.

Description will continue by returning to FIG. 21. Next,
at time t3, the row decoder 112 applies a voltage VPGMn to
the selected word line WL. VPGMn is a negative high
voltage (for example, =20 V) that is applied to the gate of the
selected word line WL during the negative-mode program-
ming, and a relationship of VPGMn<VPASSn is satisfied.

According to this, a potential difference between the
selected word line WL and the bit line BL increases, and thus
an FN tunnel current flows to a memory cell transistor MT
that is a programming target, and a hole is injected. As a
result, a threshold value of the memory cell transistor MT
varies toward a negative side.

Next, at time t4, the sense amplifier 113 applies O V to the
bit line BL.. In addition, the row decoder 112 applies 0 V to
the selection gate line SGD and all word lines WL.. Accord-
ing to this, the hole injection due to the FN tunnel current is
terminated, and writing is terminated.

In addition, during the time (time t1 to time t4), the row
decoder 112 applies 0 V to the selection gate line SGS. In
addition, the source line driver 114 applies O V to the source
line SL, and the well driver 115 applies 0 V to the well
wiring CPWELL. According to this, the selection transistor
ST2 is turned off. In addition, the row decoder 112 applies
0 V to the non-selection selection gate line SGD to turn off
the selection transistor ST1. According to this, a string unit
SU, which is not a target, is excluded from a target of a
programming.

FIG. 23 is a graph illustrating a relationship between the
number of times of the programming loop is executed and
VPGMn. As illustrated in the drawing, for example, with
regard to VPGMn, a voltage value may be stepped down
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whenever a programming loop is repeated. A step-down
voltage value at this time is DVPGMn (<0 V).

1.3 With Respect to Reading Operation of Data

Next, a reading operation of data according to this
embodiment will be described. In this embodiment, as a data
reading method, two modes are present. One is a mode
(hereinafter, referred to as an “N-channel reading”) in which
data is read out by allowing the selection transistors ST1 and
ST2 and the memory cell transistors MT are allowed to
operate as an N-channel transistor. The other is a mode
(hereinafter, referred to as a “P-channel reading”) in which
data is read out by allowing the selection transistors ST1 and
ST2 and the memory cell transistors MT to operate as a
P-channel transistor. The N-channel reading and the P-chan-
nel reading are capable of reading out data on both sides of
the positive type and the negative type, respectively. How-
ever, in the following description, a case in which the
positive-type data is read out by the N-channel reading and
the negative-type data is read out by the P-channel reading
will be described as an example.

In addition, in this example, when type information is not
present in the write situation table, that is, when it is difficult
to determine whether data is the positive-type data or the
negative-type data, the sequencer 121 is set in such a manner
that the N-channel reading is preferentially performed, and
when an error occurs with the N-channel reading, the
P-channel reading is performed.

1.3.1 With Regard to Overall Flow of Reading Operation

A reading operation of data in the NAND type flash
memory 100 will be described with reference to FIG. 24.
FIG. 24 is a flowchart illustrating an operation flow of the
NAND type flash memory 100 during the reading operation.

As illustrated in the drawing, for example, the sequencer
121 receives a read command, and a page address of a read
target page from the controller 200. At this time, in addition
to the pieces of information, when type information of the
read target page is present, the controller 200 also transmits
the information.

In this case, the sequencer 121 confirms whether or not
preferential type information is received (step S130). When
the type information is not present (No in step 130), the
sequencer 121 selects a reading method (in this example, the
N-channel reading) that is set in advance to be preferentially
executed.

When the type information is present (Yes in step S130),
the sequencer 121 confirms whether a threshold value of a
selected page is the negative type or the positive type (step
S131).

When the selected page is the negative type (Yes in step
S132), the sequencer 121 performs the P-channel reading
(step S138).

When the selected page is not the negative type (No in
step S132), that is, when the selected page is the positive
type, the sequencer 121 performs the N-channel reading
(step S133).

Next, after executing the N-channel reading, the
sequencer 121 confirms whether or not the read data is the
positive type (step S134). Specifically, for example, the
sequencer 121 confirms a threshold value of data indicating
type information which is written to a region in which the
page is present, or type information of each page which is
stored in the register 123 to perform determination of
whether or not the type information is the positive type.

A specific example of the method of determining whether
or not the type is the positive type will be described with
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reference to FIG. 25. This example represents a case where
type information of the threshold value is written to the
region in which the page is present. In FIG. 25, retention
data of each bit in each word line WL is initiated by a
threshold value.

As illustrated in the drawing, for example, 8 bits, which
correspond to the bit lines BLO to BL7 of respective word
lines, are used as a region that stores the type information.
That is, in a page corresponding to the even bit line BLe, the
bit lines BL.O, BL.2, BL4, and BL6 are used as a region that
stores the type information. In addition, in a page corre-
sponding to the odd bit line BLo, the bit lines BL1, BL3,
BL5, and BL7 are used as a region that stores the type
information. In addition, in a case of indicating the positive
type, for example, the “Ap” level is written, and in a case of
indicating the negative type, for example, the “An” level is
written. In addition, the “E” level is set during shipment,
when data is erased, and the like.

Accordingly, in the example of FIG. 25, a page corre-
sponding to the even bit line BLe of the word line WL0
retains positive-type data, and a page corresponding to the
odd bit line BLo retains negative-type data. In addition, it
may be seen that the pages, which respectively corresponds
to the even bit line BLe and the odd bit line BLo of the word
line WL7, do not retain data. As described above, when
reading out data of a read target page, for example, the type
of the page is confirmed by 4-bit data.

In addition, the number of bits for storage of the type
information may be arbitrarily set. In addition, here, in a
case of indicating the positive type, the “Ap” level is written,
but “Bp” level or the “Cp” level may be written as long as
the level is a threshold value capable of being distinguished
from the “E” level. Similarly, in a case of indicating the
negative type, the “An” level is written, but “Bn” level or the
“Cn” level may be written. In addition, here, when all of the
four bits indicate the “Ap” level, that is, all of the four bits
are greater than AVHp, it is determined as the positive type.
However, even when at least one of the four bits indicates
“Ap”, it may be determined as the positive type, and the
number of bits necessary for determination as the positive
type may be arbitrarily set. In addition, this is also true of a
case of determination as the negative type.

Subsequently, description will be made with reference to
FIG. 24. When data of a read page is the positive type (Yes
in step S135), the sequencer 121 transmits data and type
information to the controller 200 (step S136).

When the data of the read page is not the positive type (No
in step S135), the sequencer 121 performs processes differ-
ent from each other between a case of receiving type
information of the positive type from the controller 200 and
in a case of not receiving the type information.

When the type information received from the controller
200 indicates that the page is the positive type (Yes in step
S137), the sequencer 121 notifies the controller 200 of a
reading error (step S141). That is, the sequencer 121 deter-
mines that normal reading cannot be performed because
actual data is not the positive type, and the sequencer 121
notifies the controller 200 of the determination result as the
reading error.

When the type information is not received from the
controller 200 (Yes in step S137), the sequencer 121 per-
forms the P-channel reading (step S138). That is, the
sequencer 121 preferentially performs the N-channel read-
ing. However, since the data is not the positive type, the
sequencer 121 regards the data as the negative type and
performs the P-channel reading.
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After executing P-channel reading, the sequencer 121
confirms whether or not the read data is the negative type
(step S139). Specifically, as is the case with the P-channel
reading, for example, the sequencer 121 confirms data which
is written to an arbitrary region in a page, or the register 123
and which indicates type information to determine whether
or not the read data is the negative type.

When data of the read page is the negative type (Yes in
step S140), the sequencer 121 transmits the data and type
information to the controller 200 (step S142).

When the data of the read page is not the negative type
(No in step S140), the sequencer 121 determines that it fails
in reading, and notifies the controller 200 the failure (step
S141). That is, in a case where information indicating the
negative type is received from the controller 200, but actual
data is not the negative type, or in a case where type
information is not received from the controller 200, and it is
determined that actual data is neither the positive type nor
the negative type, the sequencer 121 notifies the controller
200 of the situation as a reading error.

1.3.2 With Respect to Voltage During Reading

Next, a voltage relationship between wirings during read-
ing data will be described.

1.3.2.1 With Respect to Voltage of N-Channel Reading

First, a voltage relationship between respective wirings
during N-channel reading will be described. FIG. 26 is a
timing chart illustrating a potential of each wiring during the
N-channel reading. Here, a signal line BLCLAMP is a signal
line that applies a signal to the gate of the transistor
NMOS10 of the sense amplifier unit illustrated in FIG. 5.
During reading, the sequencer 121 performs control of a
pre-charge voltage that is applied to the bit line BL,, and
control of timing of sensing (strobing) a voltage of the bit
line BL by the signal line BLCLAMP.

As illustrated in the drawing, at time t1, the row decoder
112 applies a voltage VSGp (for example, 5 V) to the
selection gate lines SGD and SGS so as to turn on the
selection transistors ST1 and ST2 which correspond to a
selected page. VSGp is a voltage that is set to turn on the
selection transistors ST1 and ST2 during the N-channel
reading.

Next, at time t2, the row decoder 112 applies a voltage
VCGRVp to the selected word line WL, and applies a
voltage VREADp (for example, 7 V) to the non-selected
word line WL. According to this, a charge is supplied to the
conductive film 30 from a source line side, and thus the
memory cell transistor MT operates as an N-channel tran-
sistor. The voltage VCGRVp is a voltage in accordance with
read target data in the N-channel reading. The voltage
VREADp is a voltage that turns on the memory cell tran-
sistor MT regardless of retention data during the N-channel
reading, and a relationship of VREADp>VCGRV?p is satis-
fied.

Next, at time t3, the sequencer 121 applies a voltage
VCLMP to a signal line BLCLAMP. According to this, the
sense amplifier 113 applies a pre-charge voltage VBL (for
example, 2 V) to the bit line BL. VCLMP is a positive
voltage applied to the transistor NMOS10 of the sense
amplifier unit so as to control the pre-charge voltage of the
bit line BL, and is set to be lower than VPRE illustrated in
FIG. 5. In addition, VBL is a pre-charge voltage that is
applied to the bit line BL during the N-channel reading. In
VCLMP and VBL, a relationship of VCLMP=VBL+V1 is
established. Vt is a threshold value of the transistor
NMOS10.

In addition, the source line driver 114 applies a voltage
VSRC (for example, 0.3 V) to the source line SL. In



US 9,478,293 B2

23

addition, the well driver 115 applies a voltage VSRC (for
example, 0.3 V) to the well wiring CPWELL. VSRC is a
voltage that is applied to the source line SL and the well
wiring CPWELL during the N-channel reading. In addition,
VSRC is a voltage lower than VBL. That is, the bit line BL,
has a potential higher than that of the source line SL.
According to this, when the memory cell transistor MT that
is a read target is turned on, a current flows from the bit line
BL to the source line SL.

Next, at time t4, the sequencer 121 applies 0 V to the
signal line BLCLLAMP to turn off the NMOS10 of the sense
amplifier unit. According to this, application of a voltage
from the sense amplifier 113 to the bit line BL is stopped. In
this case, when a threshold value of the memory cell
transistor MT is higher than VCGRVp, a current does not
flow from the bit line BL to the source line SL, and a
potential of the bit line BL does not decrease. In contrast,
when the threshold value of the memory cell transistor MT
is lower than VCGRVp, a current flows from the bit line BL.
to the source line SL, and as a result, the potential of the bit
line BL decreases.

Next, at time t5, the sequencer 121 applies a voltage
Vsen_pos to the BLCLAMP. Vsen_pos is a sense voltage
that is used to determine whether or not the bit line BL is
discharged, or whether the memory cell transistor MT is
turned on or turned off during the N-channel reading.
According to this, the sense amplifier 113 senses (strobes)
the voltage of the bit line BL. and determines whether read
data is “0” or “1”. In this embodiment, a case where a
memory cell transistor MT that is selected is turned on (that
is, a case where the potential of the bit line BL decreases) is
defined as read data="1", and a case where the memory cell
transistor MT is turned off (that is, a case where the potential
of the bit line BL) is retained) is defined as read data="0".

An example of an operation during the above-described
determination will be briefly described. When the bit line BL.
is pre-charged (time t3 to t4), VPRE is charged to the
capacitor C of the temporary data cache 434 illustrated in
FIG. 5. In this state, the sequencer 121 applies Vsen_pos to
the BLCLAMP at time t5. In this case, when a potential of
the bit line BL is higher than (Vsen_pos—Vt), that is, when
the memory cell transistor is turned off and the potential of
the bit line BL does not decrease, the transistor NMOS10 is
turned off. In addition, when the potential of the bit line BL
is lower than (Vsen_pos-Vt), that is, the memory cell
transistor MT is turned on and the potential of the bit line BL,
decreases, the transistor NMOS10 is turned on, and thus the
capacitor C is discharged. The result is taken to the second-
ary data cache 431.

Next, at time t6, the sense amplifier 113 applies O V to the
bit line BL, and the row decoder 112 applies 0 V to the
selection gate line SGD and SGS, and all word lines WL.
The source line driver 114 applies 0 V to the source line SL,
and the well driver 115 applies 0 V to the well wiring
CPWELL. According to this, the reading operation of data
is terminated. In addition, during the time (time t1 to time
16), the row decoder 112 applies 0 V to the non-selection
selection gate line SGD to turn off the selection transistor
ST1. According to this, a string unit SU, which is not a
target, is excluded from a target of a programming.

In addition, in FIG. 26, a voltage waveform when data
reading is performed once illustrated, but the data reading is
performed plural times, for example, when multi-value data
is read. In this case, the processes at time t3 to time t6 are
repeated, and VCGRVp is set to a different voltage for each
process. According to this, it is possible to read out data
having a different threshold value.

10

15

20

25

30

40

45

50

55

60

24

In addition, the N-channel reading may be applied to the
negative pre-verification, the positive pre-verification, the
verification of the positive-mode programming, and the
verification of the negative-mode programming which are
illustrated in FIGS. 10 and 11.

1.3.2.2 With Respect to Voltage of P-Channel Reading

Next, a voltage relationship between respective wirings
during the P-channel reading will be described. FIG. 27 is a
timing chart illustrating a potential of each wiring during the
P-channel reading.

As illustrated in the drawing, at time t1, the row decoder
112 applies a voltage VSGn (for example, -5 V) to the
selection gate lines SGD and SGS so as to turn on the
selection transistors ST1 and ST2 which correspond to a
selected page. VSGn is a voltage that is set to turn on the
selection transistors ST1 and ST2 during the P-channel
reading.

Next, at time t2, the row decoder 112 applies a voltage
VCGRVn to the selected word line WL, and applies a
voltage VREADn (for example, -7 V) to the non-selected
word line WL. According to this, a hole supplied to the
conductive film 30 from a bit line side, and thus the memory
cell transistor MT operates as a P-channel transistor. The
voltage VCGRVn is a voltage in accordance with read target
data during the P-channel reading. The voltage VREADn is
a voltage that turns on the memory cell transistor MT
regardless of retention data during the P-channel reading,
and a relationship of VREADn<VCGRVn is satisfied.

Next, at time t3, the sequencer 121 applies VCLMP to the
signal line BLCLAMP of the sense amplifier unit. According
to this, the sense amplifier 113 applies VBL (for example, 2
V)+dVneg to the bit line BL. dVneg is a correction value of
a voltage during reading data in the P-channel reading, and
may be set in accordance with a difference in a magnitude
of the threshold voltage between a case where the memory
cell transistor MT operates as the N-channel transistor and
a case where the memory cell transistor MT operates as the
P-channel transistor. For example, a threshold voltage in the
case of operating as the N-channel transistor is set to Vin (>0
V), and a threshold voltage in the case of operating as the
P-channel transistor is set to Vip (<0 V). In this case, a
relationship of IVtal<IVtpl is satisfied. Accordingly, a rela-
tionship of dVneg=Vtp+Vtn (<0 V) is satisfied.

In addition, the source line driver 114 applies VSRC (for
example, 0.3 V)+dVneg to the source line. In addition, the
well driver 115 applies VSRC (for example, 0.3 V)+dVneg
to the well wiring CPWELL. A value of VSRC+dVneg is a
voltage that is applied to the source line SLL and the well
wiring CPWELL during the N-channel reading. According
to this, when the memory cell transistor MT that is a read
target is turned on, a current flows from the bit line BL to the
source line SL.

Next, at time t4 to time t6, as is the case with time t4 to
time t6 which are illustrated in FIG. 26, the sense amplifier
113 senses (strobes) a voltage of the bit line BL to determine
whether the voltage is “0” or “1”.

Next, at time t6, the sense amplifier 113 applies 0 V to the
bit line BL, and the row decoder 112 applies 0 V to the
selection gate line SGD and SGS, and all word lines WL.
The source line driver 114 applies O V to the source line, and
the well driver 115 applies 0 V to the well wiring CPWELL.
According to this, the reading operation of data is termi-
nated. In addition, during the time (time t1 to time t6), the
row decoder 112 applies 0 V to the non-selection selection
gate line SGD to turn off the selection transistor ST1.
According to this, a string unit SU, which is not a target, is
excluded from a target of a programming.



US 9,478,293 B2

25

In addition, even in the P-channel reading, when reading
data is performed plural times, the processes at time t3 to
time t6 are repeated, and VCGRVn is set to a different
voltage for each process. According to this, it is possible to
read out data having a different threshold value.

In addition, the above-described P-channel reading may
be applied to the negative pre-verification, the positive
pre-verification, the verification of the positive-mode pro-
gramming, and the verification of the negative-mode pro-
gramming which are illustrated in FIGS. 10 and 11.

1.4 With Respect to Effect According to this
Embodiment

According to the configuration according to this embodi-
ment, erasing data is not necessary during rewriting data,
and thus it is possible to improve a processing speed of a
memory system. This effect will be described below.

In the NAND type flash memory, when going to write
(rewrite) data with respect to the memory cell transistor MT
to which data is written, it is necessary to execute the writing
operation after erasing data once. Accordingly, a process
becomes complicated, and thus a processing time becomes
long. Accordingly, for example, in a planar NAND type flash
memory in which memory cell transistors MT are two-
dimensionally formed on a semiconductor substrate, typi-
cally, rewriting of data is not performed.

In contrast, in the configuration according to this embodi-
ment, the NAND string 116 has a dual-channel structure,
and thus two programmings of the positive-mode and the
negative-mode may be executed. Accordingly, it is possible
to write (rewrite) data to the memory cell transistor MT to
which data is written in an opposite threshold value distri-
bution (the negative type in a case of the positive type, or the
positive type in a case of the negative type). Accordingly,
erasing of data is not necessary, and thus it is possible to
improve a processing speed of the memory system.

In addition, in a typical planar NAND type flash memory,
since erasing is performed for each block unit, when erasing
data, it is necessary to save (move) effective data in an erase
target block to a different block. However, in this embodi-
ment, easing is not necessary, and thus saving of data is not
necessary. Accordingly, in this embodiment, since it is not
necessary for a block to be secured for saving of data, it is
possible to increase a memory region that may be used for
writing. In addition, garbage collection in the related art is
not necessary, and thus it is possible to reduce a load on the
controller.

Particularly, this effect is significantly exhibited in a
three-dimensional NAND type flash memory having a block
size that is significantly larger than that of the planar NAND
type flash memory.

2. Second Embodiment

Next, a memory system according to a second embodi-
ment will be described. This embodiment relates an opera-
tion of the controller 200 that controls the NAND type flash
memory 100 described in the first embodiment. Hereinafter,
a difference from the first embodiment will be described.

2.1 With Respect to Programming

2.1.1 With Respect to Operation of Controller 200 During
Programming

FIG. 28 is a flowchart illustrating an operation of the
controller 200 during programming.
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As illustrated in the drawing, first, the host interface
circuit 210 of the controller 200 is subjected to data write
access from the host apparatus (step S200).

The CPU 230 of the controller 200 refers to the write
situation table in response to the write command. For
example, when receiving a command corresponding to
rewriting of data that has been written already to an address,
the CPU 230 selects a page that corresponds to the address.
On the other hand, when not receiving the command cor-
responding to the rewriting, the CPU 230 selects a page,
which retains invalid data and in which the number of
cumulative times of programmings is small, based on a
reference result (step S201). For example, in an example of
the write situation table illustrated in FIG. 9, the pages
addresses 1, 2, 4, and 6 retain invalid data. In addition, in the
page address 4, the number of cumulative times of program-
mings is the smallest. Therefore, the CPU 230 selects the
page address 4 as a programming target.

Next, the CPU 230 of the controller 200 confirms whether
or not type information of the selected page is present in the
write situation table (step S202). For example, a situation in
which the type information is not present corresponds to a
stage during shipment, a stage after data is erased, and a case
where the type information is not normally written to the
write situation table due to a problem.

When the type information is not present (No in step
S202), the CPU 230 of the controller 200 issues a write
command (step S203). In addition, the NAND interface
circuit 250 transmits the write command to the NAND type
flash memory 100. In addition, the NAND type flash
memory 100 executes a programming mode that is set in
advance to be preferentially performed, for example, a
positive-mode programming (step S207).

When the type information is present (Yes in step S202),
the CPU 230 of the controller 200 confirms whether or not
the selected page is the positive type based on the type
information (step S204).

When the page type is the positive type (Yes in step
S204), the CPU 230 of the controller 200 issues a command,
for example, “xxh” indicating the positive type, and a write
command (step S205). The NAND interface circuit 250
transmits the command xxh and the write command to the
NAND type flash memory 100. In addition, the NAND type
flash memory 100 executes a programming of the negative-
mode in response to reception of the command “xxh” (step
S208).

When the page type is the negative type (No in step S204),
the CPU 230 issues a command, for example, “yyh” indi-
cating the negative type, and a write command (step S206).
The NAND interface circuit 250 transmits the command
“yyh” and the write command to the NAND type flash
memory 100. In addition, the NAND type flash memory 100
executes the positive-mode programming in response to
reception of the command “yyh” (step S209).

2.1.2 With Respect to Command Sequence of Writing
Operation

Next, description will be made with respect to a sequence
of a signal that is transmitted to and received from between
the controller 200 and the NAND type flash memory 100
during a programming. FIG. 29 is a timing chart of various
signals during the programming.

The CPU 230 of the controller 200 transmits a chip enable
signal /CE, an address latch enable signal ALE, a command
latch enable signal CLE, a write enable signal /WE, and a
read enable signal /RE from the NAND interface circuit 250
to the NAND type flash memory 100. In addition, the
NAND type flash memory 100 transmits a ready/busy signal
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R/B to the NAND interface circuit 250. Input and output
signals I/O1 to 1/08 are pieces of data such as 8-bit data
which is transmitted to and received from between the
NAND interface circuit 250 of the controller 200 and the
NAND type flash memory 100.

The chip enable signal /CE is a signal to make the NAND
type flash memory 100 enable, and is asserted in a low level.
The address latch enable signal ALE is a signal indicating
that the input and output signals 1/O1 to 1/O8 are addresses,
and is asserted in a high level. The command latch enable
signal CLE is a signal that the input and output signals /O1
to [/O8 are commands and is asserted in a high level. The
write enable signal /WE is a signal that is necessary to write
each piece of data to the NAND type flash memory 100, and
/WE is asserted in a low level when the CPU 230 issues a
command, an address, data, and the like. Accordingly, when
/WE is toggles, a signal is taken to the NAND type flash
memory 100. The read enable signal /RE is a signal that is
necessary when the CPU 230 reads out each piece of data
from the NAND type flash memory 100 and is asserted in a
low level. The ready/busy signal R/B is a signal indicating
whether or not the NAND type flash memory 100 is in a
busy state (whether or not the NAND type flash memory 100
is in a state capable of receiving a command), and becomes
a low level in a busy state.

As illustrated in the drawing, first, the CPU 230 issues the
command “xxh” or “yyh” which indicates the page type
information, and asserts CLE (“H” level). In addition, when
the command indicating the page type information is not
issued, this step is omitted.

Next, the CPU 230 issues a command “80h” indicating
notification of programming execution, and asserts CLE
(“H” level).

Next, the CPU 230 issues address data “Add” and asserts
ALE (“H” level). However, in the example in FIG. 29, the
address data is set to data of one cycle, but the address data
may be set to data of a plurality of cycles so as to transmit
a column address, a page address, and the like.

Subsequently, the CPU 230 outputs programming data
“DAT”. During the output, ALE and CLE are negated (“L”
level). In addition, here, the write data is set to one cycle, but
a plurality of cycles are also possible.

In addition, the CPU 230 issues a programming command
“10h”, and asserts CLE.

The commands, the address, and the data are stored, for
example, in a register 123 of the NAND type flash memory
100.

The NAND type flash memory 100 initiates a program-
ming of the data “DAT” in response to a command “10h”,
and becomes in a busy state (R/B="L").

When the programming in the NAND type flash memory
100 is completed, R/B returns to the “H” level. Then, the
CPU 230 of the controller 200 issues a status read command
“70h”, and reads the data type information and status
information, which indicates whether or not the program-
ming succeeds, form the register 123.

The CPU 230 of the controller 200 updates the write
situation table based on the type information read out from
the NAND type flash memory 100.

2.2 With Respect to Reading

2.2.1 With Respect to Operation of Controller 200 During
Reading

FIG. 30 is a flowchart illustrating an operation of the
controller 200 during reading.

10

15

20

25

30

35

40

45

50

55

60

65

28

As illustrated in the drawing, first, the host interface
circuit 210 of the controller 200 is subjected to read access
from the host apparatus (step S210).

The CPU 230 of the controller 200 confirms whether type
information of a selected page is present in the write
situation table in response to the read command (step S211).

When the type information is not present in the write
situation table (No in step S212), the CPU 230 of the
controller 200 issues a read command (step S213). The
NAND interface circuit 250 transmits the read command to
the NAND type flash memory 100. In addition, the NAND
type flash memory 100 executes a read mode that is set in
advance to be preferentially executed, for example, the
N-channel reading that is illustrated in the flow of FIG. 24
(step S217). However, when it is difficult to normally read
out data in the read mode that is preferentially executed, the
NAND type flash memory 100 executes another read mode,
that is, the P-channel reading in the example of FIG. 24.

When the type information is present in the write situation
table (Yes in step S212), the CPU 230 confirms whether or
not the read target page is the positive type (step S214).

When the page type is the positive type (Yes in step
S214), the CPU 230 issues a command “xxh” indicating the
positive type, and a read command (step S215). The NAND
interface circuit 250 transmits the command “xxh” and the
read command to the NAND type flash memory 100. In
addition, the NAND type flash memory 100 executes the
N-channel reading in response to reception of the command
“xxh” (step S218).

When a threshold value type of a page is the negative type
(No in step S214), the CPU 230 issues a command “yyh”
indicating the negative type, and a read command (step
S216). The NAND interface circuit 250 transmits the com-
mand “yyh” and the write command to the NAND type flash
memory 100. In addition, the NAND type flash memory 100
executes the P-channel reading in response to reception of
the command “yyh” (step S219).

Next, when reading of data is terminated, the NAND type
flash memory 100 transmits the read data and type infor-
mation to the NAND interface circuit 250 of the controller
200. At this time, when reading is not normally completed,
the NAND type flash memory 100 issues an error report
(step S220).

Next, the CPU 230 updates the write situation table based
on the type information that is received from the NAND type
flash memory 100, and allows the host interface circuit 210
to transmit data to the host apparatus (step S221). According
to this, the reading operation is terminated.

2.2.1 With Respect to Command Sequence of Reading
Operation

Next, description will be made with respect to a sequence
of a signal that is transmitted to and received between the
controller 200 and the NAND type flash memory 100 during
reading. FIG. 31 is a timing chart of various signals during
reading.

As illustrated in the drawing, the CPU 230 of the con-
troller 200 issues the command “xxh” or “yyh” which
indicates a page type, and asserts CLE (“H” level). When a
command indicating the page type is not issued, this step is
omitted.

Next, the CPU 230 of the controller 200 issues a com-
mand “00h” for notification of execution of reading, and
asserts CLE (“H” level).

Next, the CPU 230 of the controller 200 issues address
data “Add” and asserts ALE (“H” level). In addition, in the
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example of FIG. 31, the address data is set to data of one
cycle, but the address data may be set to data of a plurality
of cycles.

Next, the CPU 230 of the controller 200 issues a com-
mand “30h” for execution of reading, and asserts CLE (“H”
level).

The commands and the address are stored, for example, in
a register 123 of the NAND type flash memory 100.

Next, the NAND type flash memory 100 initiates reading
in response to the command “30h”, and it enters a busy state
(R/B="L").

Then, when the NAND type flash memory 100 returns to
a ready state, read data and “DAT out” indicating type
information (or data indicating an error when reading fails)
are transmitted from the NAND type flash memory 100 to
the controller 200. In addition, in the example illustrated in
FIG. 31, that data transmitted to the controller 200 is set to
one cycle, but a plurality of cycles are also possible.

2.3 With Respect to Effect of this Embodiment

The writing operation and the reading operation which are
described in the first embodiment may be controlled by a
configuration according to this embodiment.

3. Third Embodiment

Next, a memory system according to a third embodiment
will be described. In this embodiment, writing in one
threshold level in the first and second embodiments is
performed in combination of a plurality of programming
conditions in which a variation amount of the threshold
value is different in each case. Hereafter, only a difference
from the first and second embodiments will be described.

3.1 With Respect to Writing Operation

First, the writing operation according to this embodiment
will be schematically described. In this embodiment, in a
procedure of a programming loop in which a programming
and verification are repeated, in addition to an intrinsic
verification level corresponding to a target threshold level,
the sequencer 121 also performs verification using a voltage
having an absolute value smaller than the verification level.
In addition, a programming is executed by using a program-
ming condition (hereinafter, referred to as a “first condi-
tion”) in which the variation amount of the threshold value
is relatively large) before reaching the level (this level is
referred to as a “first verification level”) of the verification
using the voltage having the smaller absolute value. On the
other hand, with respect to a bit reaching the first verification
level, the sense amplifier 113 raises a bit line voltage to a
certain extent in which non-write does not occur) to execute
the programming under a condition (hereinafter, referred to
as a “second condition™) in which the variation amount of
the threshold value is relatively small. According to this, it
is possible to make a threshold value distribution width
narrow.

FIG. 32 is a graph illustrating a variation in a threshold
value in a case of applying a programming using the first
condition and the second condition, and as an example, FIG.
32 illustrates a case of performing writing from the “E” level
to the “Ap” level. However, in FIG. 32, for easy under-
standing of the variation amount of the threshold value due
to a programming using the first condition or the second
condition, an upper section indicates a case of a program-
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ming using the first condition, and a lower section indicates
a case of a programming using the second condition.

As illustrated in the upper section of FIG. 32, the
sequencer 121 executes a programming using the first con-
dition with respect to a memory cell transistor MT in which
a threshold value does not reach a first verification level
AVLp. Specifically, the sense amplifier 113 applies a voltage
(for example, 0 V), which corresponds to the first condition,
to the bit line BL that is a programming target. In addition,
the row decoder 112 applies a voltage VPGM to the selected
word line. According to this, data is programmed. Then, the
row decoder 112 applies the first verification level AVLp and
a second verification level AVHp (>AVLp) to the selected
word line to execute the first verification and the second
verification.

In addition, the programming using the first condition is
repetitively executed before the threshold value of the
memory cell transistor becomes equal to or greater than the
first verification level AVLp. In the example in the upper
section of FIG. 32, the sequencer 121 executes the program-
ming three times by using the first condition. Specifically, in
first and second programmings, since a threshold value of all
memory cell transistors M T is less than AVLp, the sequencer
121 executes a programming under the first condition with
respect to the all memory cell transistors MT. That is, the
sense amplifier 113 applies, for example, 0 V to all bit lines
BL. In addition, from a result of the second programming,
it is assumed that the threshold value of partial memory cell
transistors MT becomes equal to or greater than AVLp.

In this case, with regard to a third programming, the
programming is executed under the first condition with
respect to a memory cell transistor MT in which a threshold
value is less than AVLp, and the programming is executed
under the second condition with respect to a memory cell
transistor MT in which a threshold value is equal to or
greater than AVLp. That is, the sense amplifier 113 applies,
for example, 0 V to a bit line BL corresponding to the
memory cell transistor MT in which the threshold value is
less than AVLp, and applies a voltage higher than 0 V to a
bit line BL corresponding to the memory cell transistor MT
in which the threshold value is equal to or greater than
AVLp. In addition, it is assumed that the threshold value of
all of the memory cell transistors MT becomes equal to or
greater than AVLp in the third programming.

The lower section of FIG. 32 illustrates an aspect of a
variation in the threshold value due to subsequent program-
mings including a fourth programming. As illustrated in the
drawing, a programming under the second condition is
repeated before the threshold value of the memory cell
transistor MT becomes equal to or greater than AVHp.

As illustrated in the drawing, it is assumed that the
threshold value of partial memory cell transistors MT
becomes equal to or greater than AVHp in the fourth
programming after the third programming described in the
upper section of FIG. 32.

In this case, in a fifth programming, the programming is
executed under the second condition with respect to a
memory cell transistor MT in which the threshold value is
less than AVHp. On the other hand, a non-write voltage is
applied to a bit line BL corresponding to a memory cell
transistor MT in which a threshold value become equal to or
greater than AVHp, and thus the programming with respect
to the memory cell transistor MT is prohibited. This is also
true of a sixth programming. In addition, from a result of the
sixth programming, when the threshold value of all of the
memory cell transistors MT becomes equal to or greater than
AVHp, writing from the “E” level to the “Ap” level is
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completed. In addition, when the variation amount of the
threshold value due to a programming using the first con-
dition is set as AVT1, and the variation amount of the
threshold value due to a programming using the second
condition is set as AVT2, a relationship of IAVT1I>IAVT2I
is satisfied.

As described above, in the writing operation according to
this embodiment, when a current threshold value of a
memory cell transistor MT that is a write target greatly
deviates from a target threshold level, a programming is
executed by using a condition in which the variation amount
of the threshold value is large (rough). In addition, when the
current threshold value of the memory cell transistor MT
closes to the target threshold level, a programming is
executed by using a condition in which the variation amount
of the threshold value is small (fine).

Next, a case of applying the writing operation of this
embodiment to the first and second embodiments will be
described.

FIGS. 33 and 34 are threshold value distribution illustrat-
ing an execution range of a programming using the first and
second conditions in the positive type and the negative type.
As illustrated in the drawings, two verification levels are
prepared for each threshold level so as to execute the first
verification and the second verification with respect to one
threshold level.

As illustrated in FIG. 33, when AVLp, BVLp, and CVLp
are in a verification level of the first verification at the “Ap”
level, the “Bp” level, and the “Cp” level, and the threshold
value of the memory cell transistor MT is lower than this
level, a programming is executed by using the first condi-
tion. Similarly, when AVHp, BVHp, and CVHp are in a
second verification level, and the threshold value of the
memory cell transistor MT is equal to or greater than the first
verification level and is equal to or less than the second
verification level, the programming is executed by using the
second condition. In addition, values of AVLp, BVLp,
CVLp, AVHp, AVHp, and CVHp satisfy a relationship of O
V<AVLp<AVHp<BVLp<BVHp<CVLp<CVHp.

In addition, as illustrated in FIG. 34, when AVLn, BVLn,
and CVLn are in a verification level of the first verification
at the “An” level, the “Bn” level, and the “Cn” level, and the
threshold value of the memory cell transistor MT is greater
than this level, a programming is executed by using the first
condition. Similarly, when AVHn, BVHn, and CVHn are in
a second verification level of the second verification, and the
threshold value of the memory cell transistor MT is equal to
or less than the first verification level and is equal to or
greater than the second verification level, the programming
is executed by using the second condition. In addition,
voltage values of AVLn, BVLn, CVLn, AVHp, BVHn, and
CVHn satisty a relationship of 0
V>AVLn>AVHn>BVLn>BVHn>CVLn>CVHn.

Next, a flow of the writing operation according to this
embodiment will be described with reference to FIG. 35.
FIG. 35 is a flowchart during writing according to this
embodiment. In this example, description will be made with
respect to a case where application is made with respect to
the “Ap” to “Cp” programmings (corresponding to step
S114 to S116 in FIG. 11) or the “An” to “Cn” programmings
(corresponding to step S127 to S129 in FIG. 11) which are
illustrated in FIGS. 10 and 11.

First, the sequencer 121 executes a programming using
the first condition (step S150).

Next, the sequencer 121 performs the first verification
(step S151). Verification levels of the first verification are
AVLp, BVLp, and CVLp in a case of the positive-mode
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programming, and are AVLn, BVLn, and CVLn in a case of
the negative-mode programming.

When failing in the first verification (No in step S151), the
sequencer 121 executes a programming by using the first
condition (step S150). The sequencer 121 repetitively
executes the programming using the first condition before
passing the first verification or until the number of times of
programming loops reaches the upper limit number of times
which is set in advance.

Next, when passing the first verification (Yes in step
S151), the sequencer 121 performs the second verification
(step S152). Verification levels of the second verification are
AVHp, BVHp, and CVHp in a case of the positive-mode
programming, and are AVHn, BVHn, and CVHn in a case of
the negative-mode programming.

When failing in the second verification (No in step S152),
the sequencer 121 executes a programming using the second
condition (step S153). The sequencer 121 repetitively
executes the programming using the second condition before
passing the second verification or until the number of times
of programming loops reaches the upper limit number of
times that is set in advance.

In addition, when passing the second verification (Yes in
step S152), the programming is terminated.

3.2 With Respect to Voltage During Writing

Next, a voltage relationship between respective wirings
during writing according to this embodiment will be
described.

3.2.1 With Respect to Voltage of Positive-Mode Program-
ming

First, a voltage relationship between respective wirings in
the positive-mode programming will be described. This
embodiment is different from the first embodiment in that a
voltage applied to the bit line BL is different in the first
condition and the second condition. FIG. 36 is a timing chart
illustrating a potential of each wiring during the positive-
mode programming.

A difference between this timing chart and the timing
chart illustrated in FIG. 18 is as follows. As illustrated in
FIG. 36, between time t4 and time t6, the sense amplifier 113
applies, for example, 0 V to a bit line BL corresponding to
the first condition, and a voltage QPWp to a bit line BL
corresponding to the second condition. QPWp is a voltage
that is applied to the bit line BL in the positive-mode
programming, and is higher than a voltage (for example 0 V)
of the bit line BL in the first condition. Accordingly, in the
second condition, a voltage difference with VPGMp applied
to the selected word line WL is smaller in comparison to the
first condition. In addition, QPWp is set to a value lower
than a voltage (for example, VPASSp) of the selection gate
line SGD so that the selection transistor ST1 does not
become an off-state. That is, voltage values of QPWp have
a relationship of 0 V (first condition)<QPWp (second con-
dition)<VPASSp (voltage of the selection gate line SGD).
According to this, in a memory cell transistor MT corre-
sponding to the bit line BL to which the second condition is
applied, an amount of injection of charges due to an FN
tunnel current becomes smaller in comparison to a memory
cell transistor MT corresponding to the bit line BL. to which
the first condition is applied. That is, a variation amount of
a threshold value under the second condition is smaller than
that under the first condition.
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3.2.2 With Respect to Voltage of Negative-Mode Pro-
gramming

Next, a voltage relationship of respective wirings in the
negative-mode programming will be described. As is the
case with the positive-mode programming, a voltage that is
applied to the bit line BL is different between the first
condition and the second condition. FIG. 37 is a timing chart
illustrating a potential of each wiring during the negative-
mode programming.

A difference between this timing chart and the timing
chart illustrated in FIG. 21 is as follows. As illustrated in
FIG. 37, between time t1 and time t4, the sense amplifier 113
applies, for example, 0 V to a bit line BL corresponding to
the first condition, and a voltage QPWn to a bit line BL
corresponding to the second condition. QPWn is a voltage
that is applied to the bit line BL. during the negative-mode
programming, and is lower than a voltage (for example 0 V)
of the bit line BL in the first condition. Accordingly, in the
second condition, a potential difference with VPGMn
applied to the selected word line WL is smaller in compari-
son to the first condition. In addition, QPWn is set to a value
higher than a voltage (for example, Vgn) of the selection
gate line SGD in order for the selection transistor ST1 not to
enter an off-state. That is, voltage values of QPWn have a
relationship of 0 V (first condition)>QPWn (second condi-
tion)>Vgn (voltage of the selection gate line SGD). Accord-
ing to this, in a memory cell transistor MT corresponding to
the bit line BL to which the second condition is applied, an
amount of injection of holes due to the FN tunnel current
becomes smaller in comparison to a memory cell transistor
MT corresponding to the bit line BL to which the first
condition is applied. That is, a variation amount of a
threshold value under the second condition is smaller than
that under the first condition.

3.3 With Respect to Verification

Both the N-channel reading and the P-channel reading
which are described in the first embodiment are applicable
to verification according to this embodiment.

For example, when the first or second verification in the
positive-mode programming is performed with the N-chan-
nel reading, the timing chart illustrated in FIG. 26 is appli-
cable. Specifically, in FIG. 26, VCGRVp that is applied to
the selected word line WL is set to VCGRVp1 in the case of
the first verification, and is set to VCGRVp2 in the case of
the second verification.

That is, as an example, VCGRVp1 is set to verification
levels AVLp, BVLp, and CVLp, and VCGRVp2 is set to
verification levels AVHp, BVHp, and CVHp. In addition,
VCGRVpl and VCGRVp2 satisfy a relationship of
VCGRVp1<VCGRVp2.

In addition, for example, in a case of performing the first
or second verification during the negative-mode program-
ming with the P-channel reading alone, the timing chart
illustrated in FIG. 27 is applicable. Specifically, in FIG. 27,
VCGRVn that is applied to the selected word line is set to
VCGRVnl in the case of the first verification, and
VCGRVn2 in the case of the second verification.

That is, as an example, VCGRVnl is set to verification
levels AVLn, BVLn, and CVLn, and VCGRVn2 is set to
verification levels AVHn, BVHn, and CVHn. In addition,
VCGRVnl and VCGRVn2 satisfy a relationship of
VCGRVn1>VCGRVn2. As described above, the first veri-
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fication and second verification are executed by applying
voltages different from each other to the selected word line
WL.

3.4 Effect with Respect to this Embodiment

According to this configuration according to this embodi-
ment, the same effect as the first and second embodiments is
obtained.

In addition, in the configuration according to this embodi-
ment, the threshold value of the memory cell transistor MT
greatly deviates from the target level, the programming is
executed by using the first condition to make a variation in
the threshold value large. According to this, it is possible to
reduce the number of loop times of a programming. In
addition, when the threshold value of the memory cell
transistor MT closes to the target level, the programming is
executed by using the second condition to make the varia-
tion in the threshold value small. As described above, it is
possible to finely control the threshold value by changing the
variation amount of the threshold value, and thus it is
possible to perform writing with a small threshold value
distribution width. Accordingly, it is possible to improve a
processing speed and reliability during a programming.

In addition, whenever repeating a loop of the program-
ming using the first condition and/or the second condition,
a programming voltage may be stepped up in the case of the
positive-mode programming, and the programming voltage
may be stepped down in the case of the negative-mode
programming.

In addition, in this example, the programming is executed
by using the two conditions including the first and second
condition, but the programming may be executed by using
three or more conditions. In this case, the verification is also
divided into the same condition numbers as that of the
programmings.

In addition, here, the programming is first executed by
using the first condition (step S150). However, the first
verification (step S151) may be first executed, and then
determination of whether executing the programming using
the first condition or executing the programming using the
second condition may be made.

In addition, in this example, description is given to a case
of programmingming data of the “Ap” level, the “Bp” level,
and “Cp” level, data in the “An” level, the “Bn” level, and
the “Cn” level, but application may be made to a program-
ming of “E” level. In a case of the “E”’pos programming, the
verification level of the first verification is set to Vnegl, and
the verification level of the second verification is set to
Vneg2. In addition, Vnegl an Vneg2 are set to satisfy a
relationship of Vnegl<Vneg2<0 V. In addition, in a case of
the “E”neg programming, the verification level of the first
verification is set to Vposl, and the verification level of the
second verification is set to Vpos2. In addition, Vposl and
Vpos2 are set to satisty a relationship of O
V<Vneg2<Vnegl.

In addition, application may also be made to program-
mings of “LMp” level and “LMn” level. However, since the
“LMp” level and “LMn” level pertain to temporary writing
before executing the subsequent writing of the “Bp” level
and the “Cp” level, or the “Bn” level and the “Cn” level, a
threshold value distribution width may be broader than that
of the other levels. Accordingly, the fine change of the
threshold value similar to the programming using the second
condition may not be performed.

4. Fourth Embodiment

Next, a memory system according to a fourth embodiment
will be described. In this embodiment, as is the case with the
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third embodiment, writing in one threshold level in the first
and second embodiment is performed in combination of a
plurality of programming operations in which a variation
amount of the threshold value is different in each case.
Differences between this embodiment and the third embodi-
ment are as follows. The sense amplifier 113 uses a type
(hereinafter, referred to as a “current sensing type”) in which
a current flowing through the bit line BL is sensed, a
different sense time is set for the first verification and the
second verification, and then determination is independently
performed. Hereinafter, a difference between the first and
third embodiments will be described. In addition, in the
current sensing type, a plurality of pieces of data of all of the
bit lines BL. may be collectively read out. Accordingly, in
several string units SU of several blocks BLK, a plurality of
memory cell transistors M T, which are commonly connected
to several word lines WL, become a unit called “page”.
Accordingly, in the case of the current sensing type, the
number of the memory cell transistors MT which are
included in the page becomes two times in the case of the
voltage sensing type.

4.1 With Respect to Sense Amplifier

A configuration of a sense amplifier 113 according to this
embodiment will be described. FIG. 38 is a current sensing
type sense amplifier unit. The current sensing type sense
amplifier unit corresponds to each bit line. Accordingly, the
sense amplifier unit is provided in the same number as the
number of bit lines. In addition, the sense amplifier 113 is an
assembly of the sense amplifier units illustrated in FIG. 38.
As illustrated in the drawing, the sense amplifier unit
includes a sense amplifier section SA and a latch circuit
SDL. In addition, when an individual memory cell transistor
retains data of two bits or more, two or more latch circuits
are provided.

The sense amplifier section SA senses and amplifies data
read out to the bit line BL,, and applies a voltage to the bit
line BL in accordance with data retained in the latch circuit
SDL. That is, the sense amplifier section SA is a module that
directly controls the bit line BL. The latch circuit SDL
temporarily retains data. The latch circuit SDL retains write
data that is received from the controller 200 during writing
data. The latch circuit SDL retain data that is sensed and
amplified by the sense amplifier section SA during reading
data, and transmits the data to the controller 200.

As illustrated in FIG. 38, the sense amplifier section SA
includes N-channel MOS transistors 40 to 48, a P-channel
MOS transistor 49, and a capacitive element 50.

In the transistor 40, a gate is connected to a signal line
BLS, and one end of a current path is connected to a
corresponding bit line BL. In the transistor 41, one end of a
current path is connected to the other end of the current path
of the transistor 40, a gate is connected to the signal line
BLC, and the other end of the current path is connected to
a node SCOM. The transistor 41 clamps a corresponding bit
line BL to a potential applied to the signal line BL.C.

In the transistor 45, one end of a current path is connected
to the node SCOM, the other end of the current path is
connected to SRCGND (for example, 0 V), and a gate is
connected to a node INV_S. In the transistor 42, one end of
a current path is connected to the node SCOM, the other end
is connected to a node SSRC, and a gate is connected to a
signal line BLX. In the transistor 49, one end of a current
path is connected to the node SSRC, the other end of the
current path is connected to a power supply that supplies a
voltage VDDSA, and a gate is connected to the node INV_S.

20

25

35

40

45

55

36

VDDSA is a power supply voltage that is supplied to the
sense amplifier unit, and is higher than a power supply
voltage VDD that is supplied to the peripheral circuit 120. In
the transistor 43, one end of a current path is connected to
the node SCOM, the other end of the current path is
connected to a node SEN, and a gate is connected to a signal
line XXL. In the transistor 44, one end of a current path is
connected to the node SSRC, the other end of the current
path is connected to the node SEN, and a gate is connected
to a signal line HLL.

In the transistor 47, one end of a current path is grounded,
and a gate is connected to the node SEN. In the transistor 48,
one end of a current path is connected to the other end of the
current path of the transistor 47, the other end of the current
path is connected a bus LBUS, and a gate is connected to a
signal line STB. In the transistor 46, one end of a current
path is connected to the node SEN, the other end of the
current path is connected to a bus LBUS, and a gate is
connected to a signal line BLQ. In the capacitive element 50,
an electrode on one side is connected to the node SEN, and
a clock CLK is input to an electrode on the other side.

4.1.1 With Regard to Operation of Sense Amplifier Dur-
ing Reading

Next, an operation of the sense amplifier section SA
during reading will be described with reference to FIG. 38.
In this example, for example, a threshold value of the
transistors 41 to 44 is set to VthN, and a threshold value of
the transistor 49 is set to VthP. In addition, control voltages
of'the signal lines BLC, BLX, XXI, and HLL, and the node
INV_S when turning on the transistors 41 to 44 and 49 are
set to V41 (for example, 0.5 V)+VthN, V42 (for example,
0.7 V)+VthN, V43 (for example, 0.9 V)+VthN, V44 (for
example, VDDSA)+VthN, and V49 (for example,
VDDSA)-VthP, respectively. In addition, values of V41 to
V44 satisfy a relationship of V41<V42<V43<V44. In this
case, VDDSA is supplied from the transistor 49 to the node
SSRC.

In the above-described relationship, first, the sequencer
121 sets the signal line BLS of the transistor 40 to a “H”
level, sets a potential of the signal line BLC to V41+VthN,
set a potential of the signal line BLX to a V42+VthN, and
sets the node INV_S to V49-VthP. That is, when the
transistors 40, 41, 42, and 49 are turned on, a voltage of the
bit line BL is controlled by the transistor 41, and is pre-
charged to V41 (for example, 0.5 V) at most. In addition, the
sequencer 121 sets a potential of the signal line HL.L to V44
(for example, VDDSA)+VthN, and turns on the transistor
44. According to this, the capacitive element 50 is charged,
and a potential of the node SEN is raised up to V44 (for
example, up to substantially VDDSA).

When the selected memory cell transistor MT is turned
off, a current does not flow to a corresponding bit line BL.
during pre-charging. Accordingly, a potential of the bit line
BL becomes a voltage V41 (for example, 0.5 V) which is the
maximum value capable of being taken by the bit line BL.
On the other hand, when the selected memory cell transistor
MT is turned on, a current flows to a corresponding bit line
BL. Accordingly, the bit line BL enters a state in which a
current flowing to the source line SL and a current supplied
from the sense amplifier section SA are balanced. At this
time, a potential of the bit line BL. becomes a potential
higher than that of the source line SL in a range less than
V41 (for example, 0.5 V).

Then, when the signal line HL.L is set to an “L” level (the
transistor 44 is turned off), and the signal line XXL is set to
a “H” level (the transistor 43 is turned on), if a memory cell
transistor MT that is a target is in an on-state, the node SEN



US 9,478,293 B2

37

is discharged. Accordingly, a potential of the node SEN
decreases up to V42 (for example, 0.7 V). That is, the
capacitive element 50 is charged up to V44 (for example,
VDDSA), and a potential of V43 (for example, 0.9 V) is
higher than that of V42 (for example, 0.7 V), and thus a
current flows from the capacitive element 50 to the bit line
BL through the current path of the transistor 43, and thus the
node SEN is discharged. In addition, when the potential of
the node SEN decreases up to the same potential as V42 (for
example, 0.7 V), a current flows from the power supply to
the bit line BL through the current path of the transistor 42,
and thus the potential of the node SEN is retained to the
same potential as V42. On the other hand, when the memory
cell transistor MT that is a target is in an off-state, the node
SEN is not discharged, and substantially retains an initial
potential.

In addition, the signal line STB is set to the “H” level, and
data is strobed. That is, read data is transmitted to the latch
circuit SDL. Specifically, when the potential of the node
SEN is the “H” level, the transistor 47 is in an on-state, and
thus the “L” level is transmitted to the latch circuit SDL
through the node LBUS. On the other hand, when the
potential of the node SEN decreases, the transistor 47 is in
an off-state, and thus the node LBUS retains the “H” level
in an initial state. Accordingly, the latch circuit SDL retains
a reset state at which the “H” level is retained.

In addition, the transistor 43 is turned on at timing of
discharging the node SEN during the operation, that is,
timing of turning off the transistor 44, but the transistor 43
may be turned on at the same timing as the transistors 40, 41,
42, 44, and 49. In this case, a relationship of V43>V42 is
satisfied, and thus the bit line BL is pre-charged in a current
path from the power supply through the transistor 43.

4.2 With Respect to Wire Operation

Next, the writing operation will be described. In this
embodiment, an overall flow of the writing operation and a
voltage of each wiring during a programming are the same
as in the third embodiment, and are similar to the description
with reference to FIGS. 35 to 37.

4.2.1 With Respect to Verification

Next, the first verification and the second verification in
this embodiment will be described. In this example, the
sense amplifier always supplies a current to the bit line BL.
during a reading period, and thus the potential of the bit line
BL does not vary differently from the voltage sensing type
described in the third embodiment. Accordingly, in this
example, the first verification and the second verification are
set to the same verification level, a different sense time is set,
and determination of passing and failing of the verification
is performed. The sense time in this example represents time
elapsed from time, at which discharging of the node SEN is
initiated in a state in which the transistor 44 is turned off and
the transistor 43 is turned on in the sense amplifier unit, to
time at which the signal line STB is set to the “H” level and
data is strobed.

FIG. 39 is a graph illustrating a voltage variation of the
node SEN with the passage of time during the N-channel
reading and an aspect from the initiation of sensing. In this
example, a sense time that is used in the first verification is
set to Ts_posl, and a sense time that is used in the second
verification is set to Ts_pos2. In addition, a sense time length
is set to satisfy a relationship of Ts_pos1<Ts_pos2.

As illustrated in the drawing, when the threshold value of
the memory cell transistor MT is sufficiently lower than the
verification level, that is, a difference between a current
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threshold value of the memory cell transistor and a target
threshold value is large, the memory cell transistor MT
enters a strong on-state (“1” state”). A voltage that is
relatively higher than the threshold value is applied to a gate
of the memory cell transistor MT, and thus an amount of
current that flows from the bit line BL to the source line SL
increases. Accordingly, a potential of the node SEN rapidly
decreases (this decrease is indicated by a solid line Line-A
in FIG. 39). Accordingly, when sensing a current at a sense
time Ts_posl, in the sense amplifier unit, the transistor 47 is
turned off, and the “L” level is transmitted to the latch circuit
SDL. As a result, the sequencer 121 determines that it fails
in the first verification.

In addition, when the threshold value of the memory cell
transistor MT is slightly lower than the verification level, the
memory cell transistor MT enters a slight on-state (“1”
state). However, a voltage close to the threshold value is
supplied to the gate, and thus the amount of current that
flows from the bit line BL to the source line SL is relatively
small. Accordingly, the potential of the node SEN gradually
decreases (this decrease is indicated by a broken line Line-B
in FIG. 39). Accordingly, when sensing a current at Ts_pos1,
in the sense amplifier unit, the transistor 47 is turned on, and
thus the “H” level is transmitted to the latch circuit SDL. As
a result, the sequencer 121 determines that it passes the first
verification. However, when sensing a current at Ts_pos2,
the potential of the node SEN decreases, and thus the
transistor 47 is turned off. Accordingly, the sense amplifier
unit transmits the “L” level to the latch circuit SDL. As a
result, the sequencer 121 determines that it fails in the
second verification.

In addition, when the threshold value of the memory cell
transistor MT is higher than the verification level, the
memory cell transistor MT is in an off-state (“0” state), and
thus a current substantially does not flow from the bit line
BL to the source line SL. Accordingly, the transistor 47 is
retained in an on-state even at Ts_pos2 (the retention is
indicated by a dotted line Line-C in FIG. 39). According to
this, the sense amplifier unit transmits the “H” level to the
latch circuit SDL. As a result, the sequencer 121 determines
that it passes the second verification.

As described above, when the transistor 47 is in an
off-state due to the potential of the node SEN after any sense
time, the sequencer 121 determines that it fails in verifica-
tion. When the transistor 47 is in an on-state, the sequencer
121 determines that it passes the verification.

In addition, in the P-channel reading, the first verification
and the second verification may be similarly executed by
setting the sense time that is used in the first verification to
Ts_negl and by setting the sense time that is used in the
second verification to Ts_neg2 to establish a relationship of
Ts_negl<Ts_neg2.

4.3 With Respect to Voltage During Verification

Next, description will be made with respect to a voltage
relationship between respective wirings in a case of execut-
ing the verification during the positive-mode programming
with the N-channel reading, and performing the verification
during the negative-mode programming with the P-channel
reading. This embodiment is different from the first embodi-
ment in voltage setting in the sense amplifier 113. Herein-
after, only a difference from the first embodiment will be
described.
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4.3.1 With Respect to Voltage in Case of Performing
Verification with N-Channel Reading

First, a voltage relationship between respective wirings
when performing the verification with the N-channel reading
will be described. FIG. 40 is a timing chart illustrating a
potential of each wiring in a case of performing the first
verification and the second verification with the N-channel
reading. Node SEN, signal line STB, and signal line HHL
represent potentials of wirings in the sense amplifier unit
illustrated in FIG. 38. The sequencer 121 performs control
of timing of sensing a potential of the node SEN, that is, a
current that flows from the bit line BL to the source line SL
by using the signal line STB. In addition, the sequencer 121
performs control of timing of charging the capacitive ele-
ment 50, that is, charging to the node SEN by using the
signal line HHL.

As illustrated in the drawing, voltages that are applied at
time t1 to t3 to the bit line BL, the source line SL, the well
wiring CPWELL, the selection gate lines SGD and SGS, the
selected word line WL, and the non-selected word line WL
are the same as the voltages at time t1 to t3 which are
illustrated in FIG. 26.

In this state, when the memory cell transistor MT is in an
off-state (“0” state), a current does not flow from the bit line
BL to a source line side, and thus a potential of the bit line
BL becomes VBL (for example, 2 V). In addition, when the
memory cell transistor MT is in an on-state (“1” state), as
described above, a current flows from the bit line BL to the
source line side, and thus the potential of the bit line BL.
becomes equal to or less than VBL (for example, 2V).

In addition, at time t3, the sequencer 121 applies V44 (for
example, VDDSA)+VthN to the signal line HHL to charge
the node SEN and the capacitive element 50 up to V44 (for
example, VDDSA).

Next, at time t4, the sequencer 121 applies 0 V to the
signal line HLL to turn off the transistor 44 of the sense
amplifier unit. When the memory cell transistor MT is in an
off-state (“0” state), a current does not flow from the bit line
BL to a source line side, and thus the potential of the node
SEN substantially retain V44 (for example, VDDSA). On
the other hand, when the memory cell transistor MT is in an
on-state (“1” state), a current flows from the bit line BL to
the source line SL, and thus the node SEN is discharged and
decreases to V42.

Next, at time t5, the sequencer 121 applies Vstb_pos to
the signal line STB. Vstb_pos is a positive voltage that is set
to turn on the transistor 48 of the sense amplifier unit during
the N-channel reading. According to this, the sense amplifier
113 sense (strobes) a current of the bit line BL. That is, the
sequencer 121 performs discharging of the node SEN
between time t4 and t5 (sense time Ts_pos1) and performs
determination of the first verification according to whether
the transistor 47 of the sense amplifier unit is in an on-state
or an off-state.

Next, at time t6, the sequencer 121 applies 0 V to the bit
line BL that fails in the first verification. That is, the
sequencer sets the signal line BLX illustrated in FIG. 38 to
the “L” level. According to this, the node SEN is also
discharged up to 0 V.

Next, as is the case with time t3 to time t5, at time t7 to
time 19, the second verification is performed with respect to
a memory cell transistor MT that passes the first verification.

Next, at time 110, the row decoder 112 applies 0 V to the
selection gate lines SGD and SGS, and the word line WL. In
addition, the sense amplifier 113 applies 0 V to all bit lines.
The source line driver 114 applies 0 V to the source line SL.
In addition, the well driver 115 applies 0 V to the well wiring
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CPWELL. According to this, the first verification and the
second verification are terminated.

4.3.2 With Respect to Voltage in Case of Performing
Verification with P-Channel Reading

Next, description will be made with respect to a voltage
relationship between respective wirings in a case of per-
forming the verification with the P-channel reading. FIG. 41
is a timing chart illustrating a potential of each wiring when
performing the first verification and the second verification
with the P-channel reading.

As illustrated in the drawing, respective voltages of the bit
line BL, and the node SEN, and the signal lines STB and
HHL in the sense amplifier unit are the same as the voltages
illustrated in FIG. 40. In addition, voltages that are applied
to the source line SL, the well wiring CPWELL, the selec-
tion gate lines SGD and SGS, and the word line WL are the
same as the voltages illustrated in FIG. 27.

In this state, the sequencer 121 applies Vstb_neg to the
signal line STB at time t5 and time t9. Vstb_neg is a voltage
that is set to turn on the transistor 48 of the sense amplifier
unit during the P-channel reading. According to this, the
sense amplifier 113 senses (strobes) a current of the bit line
BL and executes the first verification and the second veri-
fication.

4.4 Effect According to this Embodiment

In the configuration according to this embodiment, the
same effect as in the first to third embodiments is obtained.

In addition, in the configuration according to this embodi-
ment, the current sensing type sense amplifier may be
applied, or the first verification and the second verification
may be executed by changing the sense time. Accordingly,
even in the current sensing type sense amplifier, fine control
of the threshold value is possible, and thus it is possible to
perform writing with a small threshold value distribution
width.

In addition, in the configuration according to this embodi-
ment, the second verification may be executed by applying
0 V to a bit line BL corresponding to a memory cell
transistor MT that fails in the first verification. According to
this, in the second verification, it is possible to reduce a
current that flows from the bit line BL to the source line SL,
and thus a voltage variation on a source line side is sup-
pressed. As a result, reading accuracy may be improved.

In addition, in this example, description is given to a case
of continuously executing the first verification and the
second verification, but only either the first verification or
the second verification may be executed. For example, as
described above in FIG. 35, in a case of failing in the first
verification in step S151, it is not necessary for the second
verification to be executed. In addition, in step S152, in a
case of failing in the second verification, only the second
verification may be executed. In this manner, when execut-
ing only the necessary verification, it is possible to shorten
a write time.

In addition, in this example, a programming of two stages
including first and second stage is performed, but a pro-
gramming of three or more stages may be executed. In this
case, the sense time is divided in the same stages as that of
the programmings.

5. Fifth Embodiment

Next, a memory system according to a fifth embodiment
will be described. In this embodiment, the programming of
the “E” level and the programming of the “LM” level, which
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have a different variation amount of the threshold value, in
the first to fourth embodiments are executed with one
programming loop. Hereinafter, only a difference from the
first to fourth embodiments will be described.

5.1 With Respect to Writing Operation of Data

A writing operation of data according to this embodiment
will be described.

5.1.1 With Respect to Overall Flow of Writing Operation

First, an overall flow of the writing operation will be
described. FIGS. 42 to 44 are flowcharts illustrating an
operation flow during a programming. As illustrated in the
drawings, as is the case with FIGS. 10 and 11, when
receiving a write command from the controller 200, the
sequencer 121 confirms whether or not type information is
present, and whether type information of a selected page is
the positive type or the negative type (step S100 to S103).
In addition, the sequencer 121 selects the positive-mode
programming (step S104) or the negative-mode program-
ming (step S117).

When selecting the positive-mode programming (step
S104), first, the sequencer 121 executes the negative pre-
verification (step S105).

Next, from the write data received from the controller
200, and a result of the negative pre-verification, the
sequencer 121 confirms whether or not both a memory cell
transistor MT to which the “E” level is written, and a
memory cell transistor MT to which the “LMp” level is
written are present (step S160).

FIG. 45 is a threshold value distribution diagram illus-
trating a write target of the “E” level and the “LMp” level.
As illustrated in the drawing, a target to which the “E” level
is to be written includes a memory cell transistor MT which
fails in the negative pre-verification, that is, which has a
threshold value less than Vneg, and a memory cell transistor
MT to which the “E” level or the “Ap” level is to be written.
A target to which the “LMp” level is to be written includes
all memory cell transistors MT to which the “Bp” level or
the “Cp” level is to be written regardless of a result of the
negative pre-verification.

Next, description will be made with reference to FIGS. 42
to 44. In step S160, the sequencer 121 confirms whether or
not either the “E” level or the “Ap” level, and both the “Bp”
level and the “Cp” level are included in write data. In
addition, when including the levels, the sequencer 121
confirms whether or not a threshold value of the memory cell
transistor MT to which the “E” level to the “Ap” level is to
be written is less than Vneg. In addition, when the threshold
value is less than Vneg, the sequencer 121 determines that
the memory cell transistor MT to which the “E” level is
written and the memory cell transistor MT to which the
“LMp” level is written are present.

When both the memory cell transistor MT to which the
“E” level is written and the memory cell transistor MT to
which the “LMp” level is written are present (Yes in step
S160), the sequencer 121 continuously executes the “E”pos
programming and the “LMp” programming (hereinafter,
referred to as ““E”_“LMp” programming”) which are
described in the first embodiment. At this time, the row
decoder 112 applies different VPGMp to the selected word
line WL during each programming to set a different variation
amount of a threshold value (details of a voltage will be
described later in Section 5.2).

Next, the sequencer 121 executes verification of the “E”
level and the “LMp” level (step S162). As is the case with
the “E”_“LMp” programming, the sequencer 121 continu-
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ously performs the verification of the “E” level and the
“LMp” level. At this time, the row decoder 112 applies
different VCGRVp to the selected word line WL in corre-
spondence with respective verification levels Vneg and
VLMp (details of a voltage will be described in Section
53.1).

In addition, both verification of the “E” level and verifi-
cation of the “LMp” level fail (No in step S163), the
sequencer 121 passes at least one verification of the “E”
level and the “LMp” level, or repeats processes of step S161
and S162 until reaching the upper limit number of times
which is set in advance.

In addition, when at least one of the memory cell tran-
sistor MT to which the “E” level is written and the memory
cell transistor MT to which the “LMp” level is written is not
present (No in step S160), the sequencer 121 skips the
above-described “E”_“LMp” programming.

Next, in step S164, when passing the verification of the
“LMp” level, but failing in the verification of the “E” level
(Yes in step S164), the sequencer 121 executes the “E”pos
programming (step S107 to step S109). This is also true of
a case where it is determined as No in determination in step
S160 and the “E” level or the “Ap” level is included in the
write data. In addition, when the “E”pos programming is
completed (Yes in step S109), the sequencer 121 executes
the “Ap” to “Cp” programmings (step S114 to step S116).

On the other hand, in step S164, when passing the
verification of the “E” level, but failing in the verification of
the “LMp” level (No in step S164, Yes In step S165), the
sequencer 121 executes the “LLMp” programming (step S111
to step S113). This is also true of a case where it is
determined as No in determination in step S160, and the
“Bp” level or the “Cp” level is included in the write data. In
addition, when the “LMp” programming is completed (Yes
in step S113), as is the case with the description with
reference to FIGS. 10 and 11, the sequencer 121 executes the
“Ap” to “Cp” programmings (step S114 to step S116).

In addition, in step S164, when passing both the verifi-
cation of the “E” level and the verification of the “LMp”
level, that is, both writing to the “E” level and writing to the
“LMp” level are completed (No in step S164, No in step
S165), the sequencer 121 executes programmings to the
“Ap” to “Cp” levels without executing the processes in step
S107 to step S109, and processes in step S111 to step S113.

In step S101 and step S103, when selecting the negative-
mode programming (step S117), the sequencer 121 performs
the positive pre-verification (step S118) and confirms
whether or not the programming to the “E” level and the
“LMn” level (hereinafter, referred to as an ““E”_“LMn”
programming™) is necessary (step S166). That is, the
sequencer 121 confirms whether or not either the “E” level
or the “An” level, and either the “Bn” level or the “Cn” level
are included in the write data. When the levels are included,
the sequencer 121 confirms whether or not the threshold
value of the memory cell transistor MT to which the “E”
level or the “An” level is to written is equal to or greater than
Vpos. In addition, when the threshold value is equal to or
greater than Vpos, the sequencer 121 determines the
memory cell transistors MT as the memory cell transistor
MT to which the “E” level is written, and the memory cell
transistor MT to which the “LMp” level is written.

When both the memory cell transistor MT to which the
“E” level is written and the memory cell transistor MT to
which the LMn” level is written are present (Yes in step
S166), as is the case with the “E”_“LMp” programming, the
sequencer 121 executes the “E”_“LMn” programming (step
S167 to step S169).
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When passing at least one of the verification of the “E”
level and the verification of the “LLMn” level (Yes in step
S170), if failing in the verification of the “E” level, the
sequencer 121 executes the “E”neg programming (step S120
to step S122), and if failing in the verification of the “L.Mn”
level, the sequencer 121 executes the “LMn” programming
(step S124 to step S126). In addition, when both writing of
the “E” level and writing of the “L.Mn” level are completed,
as is the case with the description with reference to FIGS. 10
and 11, the sequencer 121 executes the “An” to “Cn”
programmings (step S127 to step S129).

5.2 With Respect to Voltage During Writing

Next, a voltage relationship between wirings during writ-
ing data will be described.

5.2.1 With Respect to Voltage of “E”_“LMp” Program-
ming

First, a voltage relationship between respective wirings
during the “E”_“LMp” programming will be described. FIG.
46 is a timing chart illustrating a potential of each wiring
during the “E”_“LMp” programming.

As illustrated in the drawing, in this embodiment, the
programmings of the “E” level and the “LMp” level are
continuously executed, and thus this corresponds to a case of
continuously executing the programming illustrated in FIG.
18 two times. Accordingly, a voltage of each wiring at time
t1 to time t6 is the same as in the description with reference
to FIG. 18, and a voltage of each wiring at time t6 to time
19 is the same as at time t3 to time t6. In addition, in this
embodiment, VPGM in a case of writing “E” is set to
VPGMpl, and VPGM in a case of writing “LMp” is set to
VPGMp2. In addition, VPGMpl and VPGMp2 satisty a
relationship of 0<VPGMpl<VPGMp2.

5.2.2 With Respect to Voltage of “E”_“LMn” Program-
ming

Next, a voltage relationship between respective wirings
during the “E”_“LMn” programming will be described. FIG.
47 is a timing chart illustrating a potential of each wiring
during the “E”_“LMn” programming.

As illustrated in the drawing, in this embodiment, writing
of the “E” level and the “LMn” level are continuously
executed, and thus this corresponds to a case of continuously
executing the programming illustrated in FIG. 21 two times.
Accordingly, a voltage of each wiring at time t1 to time t4
is the same as in the description with reference to FIG. 21.
At time t4 to time t5, bit lines BL, which become a
programming target, are different from each other, and thus
the sense amplifier 113 applies 0 V to all bit lines BL.. In
addition, a voltage of each wiring at time t5 to time t7 is the
same as at time t2 to time t3. In addition, in this embodiment,
VPGM in a case of writing “E” is set to VPGMnl, and
VPGM in a case of writing “LMn” is set to VPGMn2. In
addition, VPGMnl and VPGMn?2 satisfy a relationship of O
V>VPGMn1>VPGMn2.

5.3 With Respect to Verification

In the verification according to this embodiment, both the
N-channel reading and the P-channel reading which are
described in the first embodiment are applicable. In this
embodiment, description will be made with respect to a
voltage relationship between respective wirings in a case of
performing the verification in the “E”_“LMp” program-
ming, that is, in the positive-mode programming with the
N-channel reading, and in a case of performing the verifi-
cation in the “E”_“LMn” programming, that is, in the
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negative-mode programming with the P-channel reading.
However, the verification of the “E”_“LMp” programming
may be performed with the P-channel reading, and the
verification of the “E”_“LMn” programming may be per-
formed with the N-channel reading.

5.3.1 With Respect to Verification of “E”_“LMp” Pro-
gramming

Description will be made with respect to a voltage rela-
tionship between respective wiring in a case of performing
the verification of the “E”_“LMp” programming with the
N-channel reading. FIG. 48 is a timing chart illustrating a
potential of each wiring during reading.

As illustrated in the drawing, in this embodiment, the
verification of the “E” level and the verification of the
“LMp” level are continuously performed, and thus this
corresponds to a case of continuously performing the
N-channel reading two times as illustrated in FIG. 26.
Accordingly, a voltage of each wiring at time t1 to time t6
is the same as the description with reference to FIG. 26, and
a voltage of each wiring at time t7 to time t10 is the same
as at time t3 to time t6. Accordingly, VCGRYV corresponding
to the verification of the “E” level is set to VCGRVp1, and
VCGRYV corresponding to the verification of the “LMp”
level is set to VCGRVp2. VCGRVpl and VCGRVp2 cor-
respond to respective verification levels, and are set to
approximately Vneg and approximately VLMp, respec-
tively. Accordingly, a relationship of Vneg<VLMp is satis-
fied, and thus VCGRVpl and VCGRVp2 also satisty a
relationship of VCGRVp1<VCGRVp2.

5.3.2 With Respect to Verification of “E”_“LMn” Pro-
gramming

Description will be made with respect to a voltage rela-
tionship between respective wirings in a case of performing
the verification of the “E”_“LMn” programming with the
P-channel reading. FIG. 49 is a timing chart illustrating a
potential of each wiring during reading.

As illustrated in the drawing, in this embodiment, the
verification of the “E” level and the verification of the
“LMp” level are continuously performed, and thus this
corresponds to a case of continuously performing the
P-channel reading two times as illustrated in FIG. 27. In
addition, in this embodiment, VCGRV in a case of the
verification of the “E” level is set to VCGRVnl, and
VCGRY in a case of the verification of the “LMp” level is
set to VCGRVn2. VCGRVnl and VCGRVn2 correspond to
respective verification levels, and thus are set to approxi-
mately Vpos and approximately VLMn, respectively.
Accordingly, a relationship of Vpos>VLMn is satisfied, and
thus VCGRVnl and VCGRVn2 also satisfy a relationship of
VCGRVn1>VCGRVn2.

5.4 Effect According to this Embodiment

In the configuration according to this embodiment, the
same effect as the first to fourth embodiments is obtained.

In addition, in the configuration according to this embodi-
ment, writing of the “E” level and writing of the “LLM” level
are continuously performed, and thus it is possible to
improve a processing speed of a programming.

In addition, in the configuration according to this embodi-
ment, VPGM when writing of the “E” level and VPGM
when writing the “LM” level may be set to values different
from each other to change a variation amount of the thresh-
old value for each writing. Accordingly, when the variation
amount of the threshold value of the “LM” level is made to
be large, the number of times of programming loops is
reduced, and thus it is possible to improve a writing speed.
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In addition, with regard to VPGMpl and VPGMp2, a
voltage value may be stepped up whenever repeating a
programming loop. A step-up width DVPGMp at this time
may be different between VPGMp1l and VPGMp2.

In addition, with regard to VPGMnl and VPGMn2, a
voltage value may be stepped down whenever repeating a
programming loop. A step-down width DVPGMn at this
time may be different between VPGMn1 and VPGMn2.

In addition, in the configuration according to this embodi-
ment, the voltage sensing type sense amplifier 113 may be
used. In this case, the voltage of each wiring is set to
VCGRVp which is different between the first verification
and the second verification in the timing chart illustrated in
FIGS. 40 and 41. In addition, a potential of a bit line BL that
is not a verification target is set to 0 V.

6. Sixth Embodiment

Next, a memory system according to a sixth embodiment
will be described. In this embodiment, a voltage VCGRY,
which is applied to a selected word line, is shifted in
correspondence with a variation in a threshold value of the
memory cell transistor MT when reading data in the above-
described first to fifth embodiments. Hereinafter, only a
difference from the first to fifth embodiments will be
described.

6.1 With Respect to Shift Table

Next, a shift table, which retains by the controller 200
according to this embodiment, will be described. FIG. 50 is
a conceptual diagram of the shift table.

The NAND type flash memory 100 according to this
embodiment executes a retry reading operation when read-
ing data in response to a command of the controller 200 in
addition to a typical reading operation (hereinafter, referred
to as a “normal read”). The retry reading operation is an
operation of repeating reading of data while shifting the
voltage VCGRYV, which is applied to the selected word line
WL, in accordance with a variation in the threshold value of
the memory cell transistor MT due to retention and distur-
bance of data for a long period of time, and the like. Details
of the retry reading operation will be described in the
following reading operation in Section 6.2.

As illustrated in the drawing, the shift table retains a shift
amount of VCGRYV in each retry reading in accordance with
the “Ap”, “Bp”, and “Cp” levels, and the “An”, “Bn”, and
“Cn” levels. Specifically, a shift amount corresponding to
the “Ap” level is set to Vs_AP_i in accordance with the
number of times of retry i (i is a natural number of 1 to L,
and L is a natural number of 1 or greater). In addition, a shift
amount corresponding to the “Bp” level is set to Vs_Bp_i,
and a shift amount corresponding to the “Cp” level is set to
Vs_Cp_i. Similarly, in a case of the negative type, a shift
amount corresponding to the “An” level is set to Vs_An_i.
In addition, a shift amount corresponding to the “Bn” level
is set to Vs_Bn_i, and a shift amount corresponding to the
“Cn” level is set to Vs_Cn_i.

In FIG. 50, for example, VCGRVp that reads out data of
the “Ap”, “Bp”, and “Cp” levels during the normal read is
set to VCGRV_Ap, VCGRV_Bp, and VCGRV_Cp to be the
same as respective read levels. The read level represents a
threshold voltage in accordance with a data to be read, and
read levels of the “Ap”, “Bp”, and “Cp” levels are AVHp,
BVHp, and CVHp. Accordingly, relationships of
VCGRV_Ap=AVHp, VCGRV_Bp=BVHp, and
VCGRV_Cp=CVHp are established. In this case, at first
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retry reading, a voltage that is applied to the selected word
line WL during reading of the “Ap” level is shifted from
AVHp by Vs_AP_1, and becomes AVHp+Vs_Ap_1. Simi-
larly, a voltage that is applied to the selected word line WL
during reading of the “Bp” level becomes BVHp+Vs_Bp_1,
and a voltage that is applied to the selected word line WL
during reading of the “Bp” level becomes CVHp+Vs_Cp_1.

Similarly, even in a case of the negative type, VCGRVp
that reads out data of “An”, “Bn”, and “Cn” levels is set to
set to VCGRV_An, VCGRV_Bn, and VCGRV_Cn to be the
same as respective read levels. Accordingly, relationships of
VCGRV_An=AVHn, VCGRV_Bn=BVHn, and
VCGRV_Cn=CVHn are established. In this case, at first
retry reading, a voltage that is applied to the selected word
line WL during reading of the “An” level becomes AVHn+
Vs_An_1, a voltage that is applied to the selected word line
WL during reading of the “Bn” level becomes BVHn+
Vs_Bn_1, and a voltage that is applied to the selected word
line WL during reading of the “Cn” level becomes CVHn+
Vs_Cn_1. In the following description, in a case of not
distinguishing the respective shift amounts, the shift
amounts are simply described as Vshift.

6.2 With Respect to Reading Operation of Data

Next, a reading operation of data according to this
embodiment will be described.

6.2.1 With Respect to Flow During Reading Operation

FIG. 51 is a flowchart illustrating an operation of the
controller 200 during reading data according to this embodi-
ment.

First, when being subjected to read access from the host
apparatus, the CPU 230 of the controller 200 issues a read
command, and the NAND interface circuit 250 transmits the
read command to the NAND type flash memory 100 (step
S230). In addition, details of the operation of the controller
200 regarding to the issue of the read command are the same
as in the description with reference to FIG. 30.

In response to this, the sequencer 121 of the NAND type
flash memory 100 executes the normal read (step S231).
That is, the sequencer 121 executes reading of data accord-
ing to the flow illustrated in FIG. 24.

Next, data that is read out in step S231 is retained in, for
example, the buffer memory 240 of the controller 200
through the NAND interface circuit 250. In addition, the
ECC circuit 260 checks the read data for determination of
whether or not an error is present, and when an error is
present, the ECC circuit 260 corrects the error (step S232).
When the error is not present, or the number of errors (the
number of defective bits) is equal to or less than a prescribed
number, and correction of the errors is possible (Pass in step
S232), the CPU 230 transmits the data to the host apparatus,
and the reading operation of data from a corresponding page
is completed.

On the other hand, when the number of errors (the number
of defective bits) exceeds the prescribed number, the ECC
circuit 260 cannot correct the errors (Fail in step S232).
Accordingly, the CPU 230 executes the retry reading. First,
the CPU 230 confirms whether or not the number of retry j
(j is a natural number of 1 or greater) exceeds the upper limit
number of times (1 to (L—1)) which is set in advance (step
S233). When the number of retry j exceeds the upper limit
number of times (No in step S233), the CPU 230 determines
that the reading operation of data from the corresponding
page fails.

When the number of times of retry j does not exceed the
upper limit number of times (Yes in step S233), the CPU 230
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reads out the shift table related to the retry reading from the
built-in memory 220. In addition, the CPU 230 issues
information related to a voltage shift amount Vshift and a
retry reading command (step S234). In addition, the NAND
interface circuit 250 transmits the information and the
command to the NAND type flash memory 100.

The NAND type flash memory 100 executes the retry
reading in response to the received command (step S235). At
this time, the row decoder 112 changes VCGRVp or
VCGRVn in accordance with the received information of the
voltage shift amount Vshift.

The data that is read out in step S235 is retained in, for
example, the buffer memory 240 of the controller 200
through the NAND interface circuit 250. In addition, return-
ing to step S232, the ECC circuit 260 checks the read data
for determination of whether or not an error is present. In
addition, the retrying operation passes the ECC check or
repetitively performed before the number of times of retry L
exceeds the upper limit number of times.

6.2.2 With Respect to Variation in Voltage of Selected
Word Line During Reading Operation

FIG. 52 is a timing chart illustrating a variation in a
voltage value of VCGRVp from the normal read to L retry
reading in the positive type. However, in this example,
description will be made with respect to a case where
VCGRVp shifts toward a negative side, the shift amount
Vs_Ap_i, which corresponds to the “Ap” level in which the
threshold value is low, is the smallest, and the shift amount
Vs_Cp_i, which corresponds to the “Cp” level in which the
threshold value is high, is the largest. That is, Vs_Ap_i,
Vs_Bp_i, and Vs_Cp_i satisfy a relationship of 0
V>Vs_Ap_i>Vs_Bp_i>Vs_Cp_i.

As illustrated in the drawing, the shift amounts Vs_Ap_i,
Vs_Bp_i, and Vs_Cp_i are negative values. Accordingly,
VCGRVp of the “Ap”, “Bp”, and “Cp” levels are stepped
down whenever the retry reading is repeated. For example,
with regard to the “Ap” level, a voltage that is applied to the
selected word line WL satisfies a relationship of
VCGRV_Ap>VCGRV_Ap+Vs_Ap_1>VCGRV_Ap+
Vs_Ap_2>...>VCGRV_Ap+Vs_Ap_L. This is also true of
the “Bp” level and the “Cp” level.

FIG. 53 is a timing chart illustrating a variation in a
voltage value of VCGRVn from the normal read to L retry
reading in the negative type. However, in this example,
description will be made with respect to a case where
VCGRVn shifts toward a positive side, the shift amount
Vs_An_i, which corresponds to the “An” level in which the
threshold value is high, is the smallest, and the shift amount
Vs_Cn_i, which corresponds to the “Cp” level in which the
threshold value is low, is the largest. That is, the shift
amounts Vs_An_L to Vs_Cn_L satisfy a relationship of 0
V<Vs_An_i<Vs_Bn_i<Vs_Cn_i.

As illustrated in the drawing, the shift amounts Vs_An_i,
Vs_Bn_i, and Vs_Cn_i are positive values. Accordingly,
VCGRVn of the “An”, “Bn”, and “Cn” levels are stepped up
whenever the retry reading is repeated. For example, with
regard to the “An” level, a voltage that is applied to the
selected word line WL satisfies a relationship of
VCGRV_An<VCGRV_An+Vs_An_1<VCGRV_An+
Vs_An_2<...<VCGRV_An+Vs_An_L. This is also true of
the “Bn” level and the “Cn” level.

6.3 Effect According to this Embodiment

In the configuration according to this embodiment, the
same effect as the first to fifth embodiments is obtained.
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In the configuration according to this embodiment, a
voltage is shifted by performing reading with the positive
type and the negative type, and thus erroneous data reading
is suppressed. Accordingly, it is possible to improve reli-
ability of the reading operation. Hereinafter, this effect will
be described.

First, a threshold value distribution, which the memory
cell transistor MT according to this embodiment may take,
will be described. FIGS. 54 and 55 illustrate threshold value
distributions of the positive type and the negative type,
respectively.

In an example of FIG. 54, for example, when a charge of
the charge storage layer 28 disappears due to an effect of
retention and disturbance of data for a long period of time,
and the like, the threshold value of the memory cell tran-
sistors MT in the “Ap”, “Bp”, and “Cp” levels shifts toward
an “E” level side. That is, the threshold value of the memory
cell transistors MT decreases. Due to this, when VCGRYV,
that is, the read level remains as is, the memory cell
transistor MT may be unintentionally activated during read-
ing, and thus correct data may not be read out in some cases.

In contrast, in this embodiment, the read level of the “Ap”
level is shifted toward the “E” level side by Vs_Ap_i (<0 V)
in correspondence with a variation amount of the threshold
value of the memory cell transistor MT, and is set to
AVHp+Vs_Ap_i. Similarly, even in the case of the “Bp”
level and the “Cp” level, the shift amount are set to Vs_Bp_i
(<0 V) and Vs_Cp_i (<0 V), respectively, and thus the read
levels are set to BVHp+Vs_Bp_i and CVHp+Vs_Cp_i,
respectively. For example, in FIG. 54, the larger an injection
amount of charges into the charge storage layer 28 is, the
further the variation amount of the threshold value tends to
increase. Accordingly, the magnitude of the shift amount in
accordance with the magnitude of the variation amount of
the threshold value satisfies a relationship of IVs_Ap_il<|V-
s_Bp_il=IVs_Cp_il.

In addition, in the example in FIG. 55, when a hole
disappears from the charge storage layer 28, the threshold
value of the memory cell transistors MT in the “An”, “Bn”,
and “Cn” levels shifts toward a “E” level side. Accordingly,
similarly, even in a case of the negative type, the read levels
of “An”, “Bn”, and “Cn” are set to AVHn+Vs_An_i, BVHn+
Vs_Bn_i, and CVHn+Vs_Cn_i in accordance with the varia-
tion amount of the threshold value. In this case, the magni-
tude of the shift amount satisfies a relationship of 0
V<Vs_An_i=Vs Bn_i=Vs_Cn_i. As described above, the
read level is also shifted in correspondence with a variation
in the threshold value of the memory cell transistor M T, and
then the retry reading is executed. Accordingly, it is possible
to suppress erroneous data reading.

In addition, in this example, description is made with
respect to a case where VCGRYV and the read level are set to
the same value as an example, but VCGRV and the read
level may be values different from each other. For example,
a value of VCGRV may be set to a voltage obtained by
adding the read level to a voltage of a source line also in
consideration of a voltage of the conductive film 30 (source
line SL). For example, in a case where VSRC is applied to
the source line SL, relationships of VCGRV_Ap=VSRC+
AVHp, VCGRV_Bp=VSRC+BVHp, and
VCGRV_Cp=VSRC+CVHp may be established.

In addition, in this example, description is made with
respect to a case where a charge or a hole disappears from
the charge storage layer 28, and the threshold value shifts
toward the “E” level side, but the following case is possible.
Specifically, a charge or a hole injected due to an effect of
a programming mode when writing data to a different
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memory cell transistor MT, and thus the threshold value
shifts to be distant from the “E” level. In this case, a
threshold value of a memory cell transistor MT having the
positive type threshold value shifts toward a positive side,
and a threshold value of a memory cell transistor MT having
the negative type threshold value shifts toward a negative
side.

7. Seventh Embodiment

Next, a memory system according to a seventh embodi-
ment will be described. In this embodiment, verification,
which corresponds to first arbitrary number of times of
programmings when repeating the writing operation plural
times for an arbitrary level in the first to sixth embodiments,
is skipped. Hereinafter, only a difference from the first to
sixth embodiments will be described.

7.1 With Respect to Flow During Writing
Operation

Hereinafter, this embodiment will be described with ref-
erence to an example in which verification with respect to a
first plurality of times of programmings is omitted in the
“E”pos programming or the “E”neg programming. FIGS. 56
and 57 are flowcharts illustrating an operation flow during a
programming according to this embodiment.

As illustrated in the drawings, in the writing operation
according to this embodiment, a verification operation,
which corresponds to first m” (m is a natural number of 1 or
greater) programming in FIGS. 10 and 11 which are
described in the first embodiment, is omitted.

7.2 Effect According to this Embodiment

In the configuration according to this embodiment, the
same effect as the first to sixth embodiments is obtained.

In addition, in the configuration according to this embodi-
ment, the verification is skipped, and thus it is possible to
improve a processing speed of the writing operation. Here-
inafter, this effect will be described.

When a difference between a current threshold value and
a target writing level (in this embodiment, the “E” level) of
a memory cell transistor MT that is an arbitrary write target
is greater than a threshold value variation amount due to a
programming executed at once, that is, when it is difficult to
perform changing to a target threshold level by writing
performed once, it is necessary for the sequencer 121 to
repeat a programming loop plural times. That is, it is certain
that the verification fails up to the number of times.

Therefore, in this embodiment, when it is known that it is
difficult to set a threshold value of the memory cell transistor
MT to a target value with a programming performed at least
once, and when it is known that the number of times of
programmings which is required at least, verification with
respect to the programming is skipped. The reason for this
is because even when performing the verification, it is sure
to fail in the verification. According to this, it is not
necessary to perform a useless verification operation, and
thus it is possible to improve a writing operation speed.

In addition, in the above-described example, the skipping
of verification is applied to the writing of the “E” level, but
the skipping of verification is applicable to the writing of the
“LMp”, “LMn”, “Ap”, “Bp”, “Cp”, “An”, “Bn”, and “Cn”
levels.

8. Eighth Embodiment

Next, a memory system according to an eighth embodi-
ment will be described. In this embodiment, the configura-
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tion of the memory cell array 111 according to the first to
seventh embodiments is modified. Hereinafter, a difference
from the first to seventh embodiments will be described.

8.1 With Respect to Configuration of Memory Cell
Array

FIG. 58 is a circuit diagram of a memory cell array 111
according to this embodiment, and illustrates a configuration
in an arbitrary one block. As illustrated in the drawing, the
memory cell array 111 includes a plurality of memory units
MU (MU1, MU2) in each block BLK. In FIG. 58, only two
memory units MU are illustrated, but three or more memory
units MU are possible, and the number of the memory units
MU is not limited.

Each of the memory units MU includes, for example, four
string groups GR (GR1 to GR4). The number of the string
groups GR is also not limited to four, and may be three or
less or five or greater. In addition, when the memory units
MU1 and MU?2 are distinguished from each other, the string
groups GR of the memory unit MU1 are referred to as
GR1-1 to GR4-1, and the string groups GR of the memory
unit MU2 are referred to as GR1-2 to GR4-2.

Each of'the string groups GR includes, for example, three
NAND strings SR (SR1 to SR3). The number of the NAND
strings SR is also not limited to three, and may be four or
greater. Each of the NAND strings SR includes the selection
transistors ST1 and ST2, and four memory cell transistors
MT (MT1 to MT4). The number of the memory cell tran-
sistor MT is not limited to four, and may be five or greater
or three or less. The memory cell transistors MT are con-
nected in series between a source of the selection transistor
ST1 and a drain of the selection transistor ST2.

The three NAND strings SR1 to SR3 in each of the string
groups GR are sequentially stacked on an upper side of a
semiconductor substrate, and the NAND string SR1 is
formed at a lowest layer, and the NAND string SR2 is
formed at an intermediate layer, and the NAND string SR3
is formed at an uppermost layer. In addition, gates of
selection transistors ST1 are commonly connected to a
selection gate line GSL2, and gates of the selection transis-
tors ST2 are commonly connected to a selection gate line
GSL1. In addition, control gates of the memory cell tran-
sistors MT which are located at the same column are
connected to the same word line WL. In addition, drains of
the three selection transistors ST1 in an arbitrary string
group GR are commonly connected to a bit line BL,, and
sources of the selection transistors ST2 are connected to
source lines SL different from each other.

For example, when attention is given to the memory unit
MUI1, drain ends of the NAND strings SR1 to SR3 in the
string group GR1-1 are commonly connected to a bit line
BL1, and source ends thereof are connected to source lines
SL1 to SL3, respectively. In addition, drain ends of the
NAND strings SR1 to SR3 in the string group GR2-1 are
commonly connected to a bit line BL2, and source ends
thereof are connected the source lines SL.1 to SL3, respec-
tively. In addition, drain ends of the NAND strings SR1 to
SR3 of the string group GR3-1 are commonly connected to
a bit line BL3, and source ends thereof are connected to the
source lines SL.1 to SL3, respectively. Similarly, drain ends
of the NAND strings SR1 to SR3 in the string group GR4-1
are commonly connected to a bit line B[4, and source ends
thereof are connected to the source lines SL1 to SL3,
respectively.

This connection relationship is true of the memory unit
MU2, and drains end of the string groups GR1-2 to GR4-2
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are connected to bit lines BL5 to BL8, respectively. On the
other hand, source ends of the NAND strings SR1 to SR3 of
the string groups GR1-2 to GR4-2 are connected to the
source lines SL.1 to SL3, respectively.

Accordingly, the number of bit lines BL corresponding to
each memory unit MU corresponds to a total number of the
string groups GR which are included in one memory unit

In the above-described configuration, in the NAND string
SR which is selected one by one from each memory unit
MU, an assembly of a plurality of the memory cell transis-
tors MT, which are connected to the same word line WL,
becomes a unit called “page”. In addition, writing and
reading of data are performed for each page unit.

FIG. 59 is a perspective view of the memory unit MU. In
addition, FIG. 60 is a plan view of the memory unit MU,
FIG. 61 is a cross-sectional view taken along line 61-61 in
FIG. 60, FIG. 62 is a cross-sectional view taken along line
62-62 in FIG. 60, and FI1G. 63 is a cross-sectional view taken
along line 63-63 in FIG. 60.

As illustrated in the drawings, an insulating film 61 is
formed on a semiconductor substrate 60, and the memory
cell array 111 is formed on the insulating film 61.

For example, four pin-type structures 64 (64-1-to 64-4),
which have a strip shape along a second direction perpen-
dicular to a first direction that is a vertical direction with
respect to a surface of the semiconductor substrate 60, are
formed on the insulating film 61, and thus one memory unit
MU is formed. Each of the pin-type structures 64 includes
insulating films 62 (62-1 to 62-4) and semiconductor layers
63 (63-1 to 63-3) which are alternately stacked. Each of the
pin-type structures 64 corresponds to the string group GR
illustrated in FIG. 58. In addition, the semiconductor layer
63-1 on the lowest layer corresponds to a current path
(region in which a channel is formed) of the NAND string
SR1, the semiconductor layer 63-3 on the uppermost layer
corresponds to a current path of the NAND string SR3, and
the semiconductor layer 63-2 positioned between the semi-
conductor layers 63-1 and 63-3 corresponds to a current path
of the NAND string SR2.

A tunnel insulating film 65, a charge storage layer 66, a
block insulting film 67, and a conductive film 68 are
sequentially formed on an upper surface and a side surface
of the pin-type structure 64 (refer to FIG. 61). The charge
storage layer 66 is configured with, for example, an insu-
lating film. In addition, the conductive film 68 is formed
from, for example, metal, and functions as a word line WL,
and selection gate lines GSL1 and GSL2. The word line WL
and the selection gate line GSL.1 and GSL2 are formed to
stride over a plurality of the pin-type structures 64 between
a plurality of memory units MU.

As illustrated in FIGS. 59 and 60, in the configuration
according to this embodiment, ends on one side of the
plurality of pin-type structures 64 are led out to an end of the
memory cell array 111, and are connected to the bit lines BL,,
respectively, in the led-out region. Ends on the other side of
the plurality of pin-type structure 64 are commonly con-
nected to each other, and are connected to the source line SL.

More specifically, each of contact plugs BC1 to BC4,
which penetrates through each of the semiconductor layers
63-1 to 63-3 and comes into contact with each of the
semiconductor layers 63-1 to 63-3, is formed on one end
side of each of the pin-type structures 64-1 to 64-4. In
addition, the bit lines BL1 to BL4 are connected to the bit
line contact plugs BC1 to BC4, respectively (refer to FIG.
63).
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On the other hand, the semiconductor layers 63-1 to 63-3
are led out in a step-like shape on the other end side of each
of the pin-type structures 64-1 to 64-4. In addition, source
line contact plugs SC1 to SC3 are formed on upper surfaces
of the semiconductor layers 63-1 to 63-3, respectively, and
are connected to the source lines SL1 to SL3, respectively
(refer to FIG. 62).

In addition, as illustrated in FIG. 63, both an N*-type
diffusion layer 69 and a P*-type diffusion layer 70 are
formed in each of the semiconductor layers 63-1 to 63-3.
More specifically, the N*-type diffusion layer 69 function as
a drain region of the selection transistor ST1. In addition, the
bit line contact BC is provided to penetrate through the
N*-type diffusion layer 69 and come into contact with the
N*-type diffusion layer 69. On the other hand, the P*-type
diffusion layer 70 functions as a source region of the
selection transistor ST2. In addition, the source line contact
SC is provided on the P*-type diffusion layer 70 in each of
the semiconductor layers 63-1 to 63-3.

8.2 With Respect to Voltage During Writing

Next, a voltage of each wiring during a writing operation
according to this embodiment will be described. An overall
flow of the writing operation according to this embodiment
is the same as that in the first embodiment, and a flow chart
thereof is the same as those illustrated in FIGS. 10 and 11.
In the configuration according to this embodiment, differ-
ently from the first embodiment, the N*-type diffusion layer
69 is formed on a bit line side, and the P*-type diffusion
layer 70 is formed on a source line side. According to this,
voltages which are applied to the bit line BL, the source line
SL, and the selection gate lines GSL1 and GSL2 during the
writing operation are different from those in the first embodi-
ment. Hereinafter, only a difference from the first embodi-
ment will be described.

8.2.1 With Respect to Voltage During Positive-Mode
Programming

First, a voltage relationship between wirings during the
positive-mode programming according to this embodiment
will be described. FIG. 64 is a timing chart illustrating a
potential of each wiring during the positive-mode program-
ming.

As illustrated in the drawing, first, at time t1, the row
decoder 112 applies Vgp (for example, 3.3 V) to the selec-
tion gate line GSL2. Vgp is a positive voltage that is applied
to the selection gate line GSL1 or GSL2 to turn on the
selection transistors ST1 and ST2 when the selection tran-
sistors ST1 and ST2 operate as an N-channel transistor
during a programming. In addition, the sense amplifier 113
applies, for example, 0 V to a bit line BL corresponding to
a memory cell transistor MT that becomes a programming
target, and applies Vgp (for example, 3.3 V), which has the
same potential as that of the selection gate line GSL2, to a
bit line BL corresponding to a memory cell transistor MT
that is not the programming target. According to this, a
selection transistor ST1 corresponding to the bit line BL. that
is the programming target is turned on, and a selection
transistor ST1 corresponding to a bit line BL that is not the
programming target is turned off.

Next, at time t2, the row decoder 112 applies VPASSp (for
example, 7 V) to all word lines WL. According to this, in an
NAND string SR corresponding to the bit line BL that is the
programming target, the selection transistor ST1 is in an
on-state, and thus a charge is supplied to the semiconductor
layer 63. Accordingly, an N-channel is formed in the
memory cell transistors MT1 to MT4, and the selection
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transistor ST1, and the transistors operate as an N-channel
transistor. On the other hand, in the NAND string corre-
sponding to the bit line BL that is not the programming
target, the selection transistor ST1 is in an off-state, and thus
a charge is not supplied to the semiconductor layer 63.

Next, at time t3, the row decoder 112 applies 0 V to the
selection gate line GSL.2, and the sense amplifier 113 applies
0 V to all bit lines BL. According to this, the selection
transistor ST1 is turned off.

Next, at time t4, the row decoder 112 applies VPASSp (for
example, 7 V) to the selection gate line GSL.1. In addition,
the source line driver 114 applies, for example, 0 V to the
source line SL corresponding to the memory cell transistor
MT that becomes the programming target, and applies, for
example, VPASSp having the same potential as that of the
selection gate line GSL1 to the source line SL corresponding
to the memory cell transistor MT that is not the program-
ming target. According to this, the selection transistor ST2
corresponding to the source line SL that is the programming
target is turned on, and the selection transistor ST2 corre-
sponding to the source line SL that is not the programming
target is turned off.

Next, at time t5, the row decoder 112 applies VPGMp (for
example, 20 V) to the selected word line WL. According to
this, in the memory cell transistor MT that is the program-
ming target, a potential difference between the selected word
line WL and the semiconductor layer 63 increases. Accord-
ingly, a charge is injected into the charge storage layer 66
due to FN tunneling. On the other hand, in the memory cell
transistor MT that is not the programming target, the selec-
tion transistor ST2 is in an off-state, and thus a potential of
the semiconductor layer 63 also increases due to coupling.
According to this, even when VPGMp is applied, the poten-
tial difference does not vary, and thus a charge is not injected
into the charge storage layer 66.

Next, at time t6, the row decoder 112 applies 0 V to all
word lines WL, and the source line driver 114 applies 0 V
to the source line SL. corresponding to the memory cell
transistor MT that is not the programming target. According
to this, the charge injection due to the FN tunneling is
terminated.

Finally, at time t7, the row decoder 112 applies O V to the
selection gate line GSL1. According to this, the program-
ming is terminated.

8.2.2 With Respect to Voltage During Negative-Mode
Programming

Next, a voltage relationship between wirings during the
negative-mode programming according to this embodiment
will be described. FIG. 65 is a timing chart illustrating a
potential of each wiring during the negative-mode program-
ming. First, at time t1, the row decoder 112 applies Vgn (for
example, -3.3 V) to the seclection gate line GSL1. In
addition, the source line driver 114 applies, for example, O
V to a source line SL corresponding to a selected page to turn
on a corresponding selection transistor ST2. In addition, the
source line driver 114 applies Vgn (for example, -3.3 V)
having the same potential as that of the selection gate line
GSL1 to a source line SL corresponding to non-section page
to turn off a corresponding selection transistor ST2.

Next, at time t2, the row decoder 112 applies VPASSn (for
example, =7 V) to all word lines WL. According to this, a
hole is supplied to the semiconductor layer 63 of an NAND
string SR corresponding to the selected page. Accordingly,
a P-channel is formed in the memory cell transistors MT1 to
MT4, and the selection transistor ST2, and the transistors
operate as a P-channel transistor.
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Next, at time t3, the row decoder 112 applies, for example,
0V to the selection gate line GSL.1. In addition, the source
line driver 114 applies, for example, 0 V to the source line
SL. According to this, the selection transistor ST2 corre-
sponding to a selected page is turned off.

Next, at time t4, the row decoder 112 applies VPASSn (for
example, =7 V) to the selection gate line GSL.2. In addition,
the sense amplifier 113 applies, for example, O V to the bit
line BL that is the programming target, and applies, for
example, VPASSn (for example, -7 V) having the same
potential as that of the selection gate line GSL.2 to the bit line
BL that is not the programming target. According to this, the
selection transistor ST1 corresponding to the bit line BL. that
is the programming target is turned on, and the selection
transistor ST1 corresponding to the bit line BL that is not the
programming target is turned off.

Next, at time t5, the row decoder 112 applies VPGMn to
the selected word line WL. According to this, a hole is
injected into the memory cell transistor MT that becomes the
programming target (data is written).

Next, at time t6, the sense amplifier 113 applies 0 V to the
bit line BL. The row decoder 112 applies 0 V to all word
lines WL. According to this, the hole injection is terminated.

Finally, at time t7, the row decoder 112 applies 0 V to the
selection gate line GSL2. According to this, the program-
ming is terminated.

8.3 With Respect to Voltage During Reading

Next, a voltage of each wiring during the reading opera-
tion according to this embodiment will be described. An
overall flow of the reading operation according to this
embodiment is the same as in the first embodiment, and a
flowchart thereof is the same as that illustrated in FIG. 24.
Hereinafter, only a difference from the first embodiment will
be described.

8.3.1 With Respect to N-Channel Reading

First, a voltage relationship between wirings during the
N-channel reading according to this embodiment will be
described. FIG. 66 is a timing chart illustrating a potential of
each wiring during reading. Hereinafter, only a difference
from the first embodiment will be described.

As illustrated in the drawing, voltages, which are applied
to the selected word line WL, the non-selected word line
WL, the selection gate line GSL.2 (the same as SGD (selec-
tion) in FIG. 26), and the selection gate line GSL1 (the same
as SGS in FIG. 26) at time t1 to time t6, are the same as those
illustrated at time t1 to time t6 in FIG. 26.

In this state, at time t3, the sequencer 121 applies the
voltage VCLMP to the signal line BLCLLAMP to turn on the
transistor NMOS10. At this time, in the sense amplifier unit
illustrated in FIG. 5, the sequencer 121 sets VPRE which is
applied to the power supply to, for example, 0 V, and sets the
signal line BLPRE to a “H” level to turn on the transistor
NMOSI11. In addition, the source line driver 114 applies a
voltage VSRC (for example, 2 V), which is higher than that
of the bit line BL, to the source line SL corresponding to a
selected page, and applies 0 V to the source line SL
correspond to the non-section page. According to this, when
the memory cell transistor MT that is the read target is in
on-state (“1” state), a current flows from the source line SL.
to the bit line BL. Accordingly, the bit line BL. enters a state
in which a current supplied from a source line side and a
current flowing to the sense amplifier side are balanced. At
this time, the voltage VBL (for example, 2 V) of the bit line
BL having the same potential as that of the source line SL.
at most. In addition, at this time, the capacitor C of the
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temporary data cache 434 illustrated in FIG. 5 is charged to
the same potential VBL (for example, 2 V) as that of the bit
line BL at most. In addition, when the memory cell transistor
MT that is a read target is in an off state (“0” state), a current
is not supplied from a source line side, and thus the bit line
BL becomes 0 V.

Next, at time t4, the sequencer 121 applies 0 V to the
signal line BLCLAMP. At this time, 0 V is also applied to
the signal line BLPRE. In addition, the sequencer 121 senses
avoltage of the bit line BL. and the capacitor C, and performs
determination of whether the state is “0” or “1”.

Next, at time t5, the source line driver 114 applies 0 V to
the source line SL. In addition, the sequencer 121 applies
VCLMP to the signal line BLCLAMP to turn on the tran-
sistor NMOS11. At this time, the sequencer 121 sets the
signal line BLPRE to the “H” level, and also turns on the
transistor NMOS11. In this case, a current flows to a power
supply side that applies VPRE (for example, 0 V), and the
bit line BL. and the capacitor C are discharged.

Next, at time t6, the sequencer 121 applies 0 V to the
signal line BLCLAMP (and the signal line BLPRE). Accord-
ing to this, reading of data is completed.

In addition, here, description is made with respect to data
reading performed once, but the data reading is performed
plural times, for example, when multi-value data is read. In
this case, the processes at time t3 to t6 are repeated, and
VCGRVp is set to a different voltage. According to this, it
is possible to countermeasure reading of a different value.

In addition, in this example, description is made with
respect to a case where the signal line BLPRE of the sense
amplifier unit is set to the “H” level at time t3 to time t4, and
a current is allowed to flow to the power supply that applies
VPRE (for example, 0 V), but the signal line BLPRE may
be set to the “L” level, and the transistor NMOS11 may be
allowed to enter an off-state. Even in this case, the capacitor
C is charged with VBL (for example, 2 V).

8.3.2 With Respect to P-Channel Reading

Next, a voltage relationship between wirings during the
P-channel reading according to this embodiment will be
described. FIG. 67 is a timing chart illustrating a potential of
each wiring during reading. Hereinafter, only a difference
from the first embodiment and the first example will be
described.

As illustrated in the drawing, voltages, which are applied
to the selected word line WL, the non-selected word line
WL, the selection gate line GSL.2 (the same as SGD (selec-
tion) in FIG. 27), and the selection gate line GSL1 (the same
as SGS in FIG. 27) at time t1 to time t6, are the same as those
illustrated at time t1 to time t6 in FIG. 27. In addition,
voltages, which are applied to the bit line BL,, the source line
SL, and the signal line BLCLAMP, are the same as those at
time t1 to time t6 in FIG. 66.

8.4 Effect According to this Embodiment

Even in the memory cell array having the configuration
according to this embodiment, the same effect as in the first
to seventh embodiment is obtained.

9. Ninth Embodiment

Next, a memory system according to a ninth embodiment
will be described. This embodiment relates to a data erasing
operation in the first to eighth embodiments. The erase
operation in this embodiment represents an operation of
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unifying threshold values of all memory cell transistors MT
of an erase target block to the negative type or the positive
type.

In the first to eighth embodiments, writing of data is
repeated, and thus memory cell transistors MT having
threshold values of the negative type or the positive type are
present together in one block. Therefore, in this embodi-
ment, the threshold values of all memory cell transistors MT
in the erase target block are set to negative type by perform-
ing hole injection. Alternatively, the threshold values of all
memory cell transistors MT are set to the positive type by
performing charge injection. Hereinafter, only a difference
from the first to eighth embodiments will be described. 9.1
With Respect to Flow of Erasing Operation

FIG. 68 is a flowchart illustrating an erase operation flow
in the NAND type flash memory 100.

As illustrated in the drawing, first, the sequencer 121
receives an erase command from the controller 200 (step
S180). When receiving the erase command, the sequencer
121 performs erasing with respect to a target block. That is,
the sequencer 121 injects a hole or charge to all memory cell
transistors MT (step S181).

Next, the sequencer 121 performs erase verification. The
erase verification is a verification operation of determining
whether or not erasing is completed. In this embodiment, for
example, in a case of injecting a hole into each of the
memory cell transistors M T, when the threshold value of the
memory cell transistor MT is smaller than AVHp, the
sequencer 121 determines that it passes the erase verifica-
tion, and when the threshold value is greater than AVHp, the
sequencer 121 determines that it fails in the erase verifica-
tion. In addition, for example, in a case of injecting a charge
into the memory cell transistor MT, when the threshold
value of the memory cell transistor MT is greater than
AVHn, the sequencer 121 determines that it passes the
verification, and when the threshold value is less than AVHn,
the sequencer 121 determines that it fails in the verification
(step S182).

Next, when failing in the erase verification (No in step
S183), returning to step S181, and erasing is performed
again. Hereinafter, a series of operations including the data
erase and erase verification is referred to as an erase loop.
The erase loop is repeated before passing the erase verifi-
cation or until reaching an upper limit number of times
which is set in advance.

When passing the erase verification (Yes in step S183),
the sequencer 121 determines that the erase operation is
completed.

In addition, when the erase operation is normally com-
pleted, the CPU 230 of the controller 200 updates the write
situation table of the built-in memory 220. For example, in
a case of injecting a hole into the memory cell transistor MT,
the CPU 230 updates the type information to the negative
type, and in a case of injecting a charge into the memory cell
transistor MT, the CPU 230 updates the type information to
the positive type. In addition, the CPU 230 updates infor-
mation indicating validity of data to “Invalid”. In this case,
when executing the programming next time, a programming
mode is determined based on the type information of the
threshold value.

Alternatively, for example, the CPU 230 may erase the
type information of the threshold value of a corresponding
block with the erase operation. That is, when executing the
programming next time, if the type information is not
present in the write situation table, the sequencer 121
preferentially executes a programming that is set in advance.
According to this, during the erase operation, the sequencer
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121 selects either the hole injection or the charge injection
in order for a threshold value type to correspond to the
programming that is set to be preferentially executed. Spe-
cifically, in a case where the positive-mode programming is
set to be preferentially executed, the sequencer 121 injects
a hole during erasing in order for the threshold value to be
negative type. In addition, in a case where the negative-
mode programming is set to be preferentially executed, the
sequencer 121 injects a charge during the erasing in order for
the threshold value to be the positive type.

9.2 With Respect to Voltage During Erase
Operation

Next, a voltage of each wiring during the erase operation
according to this embodiment will be described. FIGS. 69
and 70 timing charts illustrating the potential of the wiring
in a case of injecting a charge or a hole into all memory cell
transistors MT of the target block. In FIG. 69, all selection
gate lines SGD and all word lines WL are selected as a target
in the positive-mode programming illustrated in FIG. 18. In
addition, in FIG. 70, all selection gate line SGD and all word
lines WL are selected as a target during the negative-mode
programming illustrated in FIG. 21.

9.3 Effect According to this Embodiment

The configuration according to this embodiment is appli-
cable to the first to eighth embodiments.

In addition, the erase operation according to this embodi-
ment is applied, it is possible to unify the threshold value
type in a block with the positive type or the negative type.
Accordingly, when executing a programming with respect to
a plurality of pages in an arbitrary block, either the negative-
mode programming or the positive-mode programming may
be executed, and thus the sequencer 121 may execute the
programming without changing a programming mode.
Accordingly, it is possible to improve a processing speed of
the writing operation.

In addition, the erase operation according to this embodi-
ment, it is not necessary for the erase operation to be
performed every times after the writing operation, and for
example, the erase operation may be performed for every
number of times which are determined at fixed intervals. For
example, in an arbitrary block, a specific page may always
be a programming target, and thus a situation, in which the
number of times of programmings is greatly different
between pages, may occur. In this case, when erasing is
performed at fixed intervals, it is possible to select a page in
which the number of times of writing is small after the
erasing. Accordingly, it is possible to reduce a deviation in
the number of times of programmings, and thus it is possible
to suppress a difference in characteristic variation of the
memory cell transistor MT from increasing between pages
due to repetition of the programming. Accordingly, it is
possible to improve reliability of the writing operation.

In addition, during the erase operation, a hole or a charge
is collectively injected into the all memory cell transistors
MT of the erase target block, but an erase target may be
selected based on type information in the write situation
table. Specifically, during erasing, a charge may be injected
into only a page in which the type information is the
negative type, or a hole may be injected into only a page in
which the type information is the positive type.

In addition, writing of the “E” level may be performed
after passing the erase verification. Specifically, when the
threshold value of the memory cell transistor MT becomes
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the negative type due to the erasing, the “E”pos program-
ming is executed. In addition, when the threshold value of
the memory cell transistor MT is the positive type, the
“E”neg programming is executed. According to this, it is
possible to set the threshold value of all memory cells to the
“E” level.

10. Modification Examples and the Like

The memory system according to the above-described
embodiments includes the semiconductor memory device
100 and the controller 200 (FIG. 1). The semiconductor
memory device 100 performs the writing operation with
either the first writing method and the second writing
method (FIGS. 7 and 8). When receiving first data and a first
address, and receiving a write instruction from the outside,
the controller 200 may output a command, which indicates
a writing method corresponding to the first address between
the first writing method and the second writing method, to
the semiconductor memory device 100 (FIG. 28).

When applying the above-described embodiments, it is
possible to provide a memory system in which a processing
speed is improved.

In addition, embodiments are not limited to the above-
described embodiments, and various modifications may be
made.

10.1 First Modification Example

First, a first modification example will be described. In the
above-described embodiments, the “E” level may be divided
into the positive type and the negative type. FIG. 71 illus-
trates a threshold value distribution of the memory cell
transistor MT in this example. As illustrated in the drawing,
the “E” level of the positive type is set to “Ep”, and the “E”
level of the negative type is set to “En”. The “Ep” level has
a value that is greater than 0 V and is less than AVHp, and
the “En” level has a value that is less than O V and is greater
than AVHn. In this manner, the “E” level may be separately
set to the positive type and the negative type.

FIGS. 72 and 73 are threshold value distribution diagrams
illustrating an “E”pos programming and an “E’neg pro-
gramming. As illustrated in FIG. 72, in the case of the
“E”pos programming, all memory cell transistors M'T, which
have a threshold value of the negative type, become a
programming target. Accordingly, the negative pre-verifica-
tion may be omitted. Similarly, as illustrated in FIG. 73, in
the case of the “E’neg programming, all memory cell
transistors MT, which have a threshold value of the positive
type, become a programming target. Accordingly, the posi-
tive pre-verification may be omitted.

Specifically, step S105 and step S118 which are illustrated
in FIGS. 10, 11, 42 to 44, 56, and 57 may be omitted.

10.2 Second Modification Example

Next, a second modification example will be described. In
the above-described embodiments, VPGMp applied during
the “Ap” to “Cp” programmings may be corrected by
monitoring a step-up width of VPGMp, and the number of
memory cell transistors in which the threshold value exceeds
VLMp during the “LMp” programming (hereinafter, the
corrected VPGMp is referred to as VPGMp_SV). FIG. 74 is
a diagram illustrating a voltage value of VPGMp that is
applied to the selected word line WL and a variation in a
threshold value of the memory cell transistor MT during the
“LMp” programming.
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As illustrated in the drawing, in this example, a verifica-
tion level VCHKp that is lower than VLMp is set. In
addition, when the number of memory cell transistors in
which the threshold value is equal to or greater VCKHp is
equal to or greater than a prescribed value, VPGMp_SV is
set by using the fourth times of programming loop (4™ pulse
illustrated in FIG. 74) at that time, a step-up width
(DVPGMpx3 (the number of times of programming loops—
1)) of VPGMp, the number of memory cell transistors in
which the threshold value exceeds VL.Mp, and the like. For
example, when the number of memory cell transistors in
which the threshold value is equal to or greater than VLMp
is less than the prescribed value, the setting is performed to
satisfy a relationship of VPGMp_SV=VPGMp+DVPGMpx
3. On the other hand, when the number of the memory cell
transistors in which the threshold value is equal to or greater
than VLMp is greater than the prescribed value, the setting
is  performed to  satisfy a  relationship of
VPGMp_SV=VPGMp+DVPGMpx2.5.

Similarly, VPGMn applied during the “An” to “Cn”
programmings may be corrected by monitoring the number
of times of programming loops, a step-down width of
VPGMn, and the number of memory cell transistors in
which the threshold value is equal to or less than VLMn
during the “LLMn” programming (hereinafter, the corrected
VPGMn is referred to as VPGMn_SV). FIG. 75 is a diagram
illustrating a voltage value of VPGMn that is applied to the
selected word line WL and a variation in a threshold value
of the memory cell transistor MT during the “LMn” pro-
gramming.

As illustrated in the drawing, in this example, a verifica-
tion level VCHKn that is higher than VLMn is set. In
addition, as is the case with the “LMp” programming, when
the number of memory cell transistors in which the threshold
value is equal to or less than VCKHn is equal to or greater
than a prescribed value, VPGMn_SV is set by using the
fourth times of programming loop (4% pulse illustrated in
FIG. 75) at that time, a step-up width (DVPGMnx3 (the
number of times of programming loops-1)) of VPGMn, the
number of memory cell transistors in which the threshold
value is equal to or less than VL.Mn, and the like.

In this example, as described above, VPGMp is set to
VPGMp_SV and VPGMn is set to VPGMn_SV, and thus it
is possible to reduce the number of times of the program-
ming loops. Accordingly, it is possible to improve a pro-
cessing speed during the writing operation.

In addition, in this embodiment, when obtaining a cor-
rection value of VPGMp_SV, three conditions including the
number of times of programming loops in a case where the
number of memory cell transistors in which the threshold
value is equal to or greater than VCHKp is equal or greater
than a prescribed number, the step-up width of VPGMp, and
the number of memory cell transistors in which the threshold
value is equal to or greater than VLMp are used. However,
the conditions may be two or less conditions, and conditions
other than the above-described conditions may be used. This
is also true of VPGMn_SV.

10.3 Third Modification Example

Next, a third modification example will be described. In
the above-described embodiments, the pre-verification and
the verification of the programming of the “E” level may be
executed by applying a positive voltage or a negative
voltage to each wiring. FIG. 76 is a timing chart illustrating
a potential of each wiring when performing the negative
pre-verification and the verification of the “E”pos program-
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ming with the N-channel reading in this example. In addi-
tion, FIG. 77 is a timing chart illustrating a potential of each
wiring when performing the positive pre-verification and the
verification of the “E”neg programming with the P-channel
reading in this example.

As illustrated in FIG. 76, in this example, in the timing
chart illustrated in FIG. 26, a voltage Vnr is added as a
correction value to voltages that are applied to the bit line
BL, the source line SL, the well wiring CPWELL, the
selection gate lines SGD and SGS, and the non-selected
word line WL. Vnr is a correction value set to increase the
potential of the wiring during the N-channel reading, and a
relationship of Vnr>0 is satisfied. When executing the
negative pre-verification and the verification of the “E”pos
programming with the N-channel reading, since Vneg that is
the verification level has a negative value, VCGRVp may be
a negative value in correspondence with a potential of the
source line SL (conductive film 30). In this case, Vnr is set
to satisty a relationship of Var>(IVnegl|-VSRC). Accord-
ing to this, a positive voltage greater than |Vneg| is applied
to the conductive film 30, and thus VCGRVp may be set to
a positive value. Accordingly, voltages applied to the wir-
ings become a positive voltage equal to or higher than 0 V.
As a result, when executing a series of operations such as the
negative pre-verification, the “E”pos programming, and the
verification of the “E”pos programming, voltages that are
applied the wirings may be set to a positive voltage that is
equal to or higher than 0 V.

In addition, when executing the positive pre-verification
and the verification of the “E”neg programming with the
P-channel reading, the bit line BL, the source line SL, and
VCGRVn become a positive voltage. In contrast, in this
example, as illustrated in FIG. 77, when a voltage that is not
0V is applied to wirings other than the selected word line
WL, a voltage Vpr is added as a correction value of an
application voltage. Vpr is a correction value that is set to
reduce the potential of the wirings during the P-channel
reading, and a relationship of Vpr<0 is satisfied. In addition,
when the potential of the bit line BL is higher than Vpos,
setting is performed to satisfy a relationship of Vpr<-
(VBL+dVneg), and when the potential of the bit line BL is
lower than Vpos, the setting is performed to satisfy a
relationship of Vpr<-Vpos. According to this, the bit line
BL, the source line S, and VCGRVp may be set to a
negative value. Accordingly, voltages that are applied to the
wirings become a negative voltage equal to or lower than 0
V. As a result, when executing a series of operations such as
the positive pre-verification, the “E”neg programming, and
the verification of the “E”neg programming, voltages that
are applied the wirings may be set to a negative voltage that
is equal to or lower than 0 V.

As described above, during the pre-verification and the
writing of the “E” level, the charge pump 122 in this
example may generate only either a positive voltage or a
negative voltage, and thus it is not necessary to perform
conversion from the positive voltage to the negative voltage,
or conversion from the negative voltage to the positive
voltage. Accordingly, in the charge pump 122, it is possible
to shorten a set-up time necessary for voltage generation,
and thus it is possible to shorten a processing time of a
programming.

10.4 Other Modification Examples

In the above-described embodiments, a carrier that is
injected and a channel of the memory cell transistor M T are
different between the positive-mode programming and the
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negative-mode programming. Specifically, in the positive-
mode programming, the memory cell transistor MT operates
as an N-channel transistor, and a charge is injected into the
charge storage layer 28. In the negative-mode programming,
the memory cell transistor MT operates as a P-channel
transistor, and a hole is injected into the charge storage layer
28. In addition, an absolute value of the threshold value
when the memory cell transistor MT operates as the P-chan-
nel transistor is larger than an absolute value of the threshold
value when the memory cell transistor MT operates as the
N-channel transistor.

According to this, it is preferable that the verification level
be set to satisfy relationships of |AVHpI<|AVHnl,
IBVHpI<IBVHnl, and ICVHpI<ICVHal.

In addition, it is preferable that the magnitude (absolute
value) of VPGMp and VPGMn be set to satisfy a relation-
ship of IVPGMpI<IVPGMal.

In addition, it is preferable that the magnitude (absolute
value) of DVPGMp and DVPGMn be set to satisfy a
relationship of IDVPGMpl<IDVPGMnl. In addition, it is
more preferable that the values of DVPGMp and DVPGMn
be set in order for the number of times of programming
loops of the “LMp” programming and the number of times
of programming loops of the “LMn” programming to be
substantially the same as each other.

In addition, a difference may occur in the magnitude
(absolute value) between VGSp and VSGn.

In addition, in the first verification according to the third
embodiment, it is preferable that relationships of
IAVLpl<IAVLal, IBVLpI<IBVLal, ICVLpl<ICVLnl be sat-
isfied.

In addition, in the third and fourth embodiments, it is
preferable that the magnitude (absolute value) of the voltage
applied to the bit line BL during the programming using the
second condition be set to satisfy a relationship of
IQPWpl<IQPWnl.

In addition, in the second example of the modification
examples, it is preferable that the magnitude (absolute value)
of the value of VPGMp_SV and VPGMn_SV be set to
satisty a relationship of IVPGMp_SVI<IVPGMn_SVI.

In addition, in the reading operation, the magnitude
(absolute value) may be different between VREADp and
VREADn.

In addition, in the reading operation, the magnitude of
Vsen_pos and Vsen_neg, which are applied to the sense
amplifier 113 using the voltage sensing type, may be dif-
ferent in each case. In addition, the magnitude of Vstb_pos
and Vstb_neg, which are applied to the sense amplifier 113
using the current sensing type, may be different in each case.

In addition, with regard to a sense time necessary for the
reading, it is preferable that a sense time in the P-channel
reading be longer than a sense time in the N-channel
reading. Accordingly, it is preferable that the sense times
Ts_pos and Ts_neg be set to satisfy a relationship of
Ts_pos<Ts_neg.

In addition, in the sixth embodiment, a variation amount
of the threshold value is different between a case where the
memory cell transistor MT retains a charge, and a case
where the memory cell transistor MT retains a hole. Accord-
ing to this, it is more preferable to change the magnitude of
the shift amount in the positive type and the magnitude of
the shift amount in the negative type from each other. For
example, when comparing the magnitude of the shift amount
Vs_Ap_L of the “Ap” level and the magnitude of the shift
amount Vs_An_L of'the “An” level, it is preferable to satisfy
a relationship of IVs_Ap_LI=<IVs_An_LlI. This is also true of
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the magnitude of the shift amount of the “Bp” level and the
“Bn” level, or the shift amount of the “Cp” level and the
“Cn” level.

In addition, in the first, second, and fifth to ninth embodi-
ments, for example, the current sensing type sense amplifier
which is illustrated in FIG. 38 may be used.

In addition, in the above-described embodiments, the
writing of the “LMp” level and the “LMn” level may be
omitted. For example, in the flowcharts in FIGS. 10 and 11,
step S108 to step S111, and step S121 to step S123 may be
stopped.

In addition, in the above-described embodiments, either
the N-channel reading or the P-channel reading may read
both the positive-type data and the negative-type data.
Accordingly, the negative-type data may be read out with the
N-channel reading, and the positive-type data may be read
out with the P-channel reading. For example, in FIG. 24,
description is made with respect to case where the positive-
type data is read out with the N-channel reading and the
negative-type data is read out with the P-channel reading,
but both the positive-type data and the negative-type data
may be read out, for example, with the N-channel reading.
In this case, it is possible to read out data by setting
VCGRVp to a verification level adjusted to the threshold
level of the positive type and the negative type. This is also
true of the P-channel reading.

In addition, in the above-described embodiments, when
reading out multi-value data by using the voltage sensing
type sense amplifier 113, the sense amplifier unit may
perform charging of the bit line BL in correspondence with
a timing of sensing (strobing) a voltage of the bit line BL.
corresponding to each piece of data, and may sense (strobe)
the voltage of the bit line BL by changing the timing for
every pieces of data for charging performed at once.

In addition, in the respective embodiments, the following
configurations may be employed.

(1) In the reading operation in which the threshold value
distribution is the positive type, the voltage that is applied to
the word line that is selected in the reading operation of the
Ap level is, for example, in a range of 0 V to 0.55 V.
However, the voltage may be set to any range of 0.1 V to
024V,021Vt0031V,031Vt004V,04V1t005V,0.5
V to 0.55 V without limitation to the above-described range.

The voltage that is applied to the word line that is selected
in the reading operation of the Bp level is, for example, in
a range of 1.5 V to 2.3 V. However, the voltage may be set
to any range of 1.65 V1o 1.8 V, 1.8 V1o 1.95V, 1.95 V to
2.1V, and 2.1 V to 2.3 V without limitation to the above-
described range.

The voltage that is applied to the word line that is selected
in the reading operation of the Cp level is, for example, in
a range of 3.0 V to 4.0 V. However, the voltage may be set
to any range of 3.0 V10 3.2V,3.2V1034V,34 V10 3.5V,
35V 1t03.6V,and 3.6V to 4.0V without limitation to the
above-described range.

Reading operation time (tR) may be set to, for example,
a range of 25 ps to 38 ps, a range of 38 ps to 70 us, or 70
us to 80 ps.

(2) As described above, the writing operation includes the
programming operation and the verification operation. In the
writing operation with the positive-mode programming, the
voltage that is first applied to the word line that is selected
during the programming operation is, for example, in a
range of 13.7 V to 14.3 V. However, the voltage may be set,
for example, to either a range of 13.7 Vto 14.0 V or a range
0f'14.0 V to 14.6 V without limitation to the above-described
range.
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The voltage that is first applied to a selected word line
during writing to an odd word line, and the voltage that is
first applied to a selected word line during writing to an even
word line may be changed from each other.

When performing the programming operation with an
incremental step pulse programming (ISPP) type, as a step-
up voltage, for example, approximately 0.5 V may be
exemplified.

The voltage that is applied to the non-section word line
may be set to, for example, a range of 6.0 V to 7.3 V. The
voltage may be set to, for example, a range of 7.3 V to 8.4
V, or 6.0 V or lower without limitation to the above-
described range.

A pass voltage that is applied may be changed in accor-
dance with whether the non-selected word line is the odd
word line or the even word line.

Writing operation time (tProg) may be set to, for example,
a range of 1,700 ps to 1,800 ps, a range of 1,800 ps to 1,900
us, or a range of 1,900 ps to 2,000 ys.

(3) During the erase operation of injecting a hole into the
charge storage layer, the voltage that is first applied to the
well, which is formed on an upper portion of the semicon-
ductor substrate and over which the memory cell is disposed,
is set to, for example, a range of 12 V to 13.6 V. The voltage
may be set to, for example, a range of 13.6 Vto 14.8 V, a
range of 14.8 V10 19.0 V, a range of 19.0 V1o 19.8 V, or a
range of 19.8 V to 21 V without limitation to the above-
described range.

Erase operation time (tErase) may be set to, for example,
a range of 3,000 ps to 4,000 ps, a range of 4,000 ps to 5,000
us, or a range of 4,000 ps to 9,000 us.

(4) The memory cell structure includes the charge storage
layer that is disposed on the semiconductor substrate (silicon
substrate) through a tunnel insulating film having a film
thickness of 4 nm to 10 nm. The charge storage layer may
has a stacked structure of an insulating film such as SiN and
SiON having a film thickness of 2 nm to 3 nm and a
polysilicon having a film thickness of 3 nm to 8 nm. In
addition, a metal such as Ru may be added to polysilicon. An
insulating film is provided on the charge storage layer. For
example, the insulating film includes a silicon oxide film
having a film thickness of 4 nm to 10 nm which is interposed
between a lower-layer High-k film having a film thickness of
3 nm to 10 nm and an upper-layer High-k film having a film
thickness of 3 nm to 10 nm. Examples of the High-k film
include HfO and the like. In addition, the film thickness of
the silicon oxide film may be set to be larger than the film
thickness of the High-k film. A control electrode having a
film thickness of 30 nm to 70 nm is formed on the insulating
film through a material having a film thickness of 3 nm to 10
nm. Here, examples of the work function adjusting material
include a metal oxide film such as TaO, and a metal nitride
film such as TaN. W and the like may be used for the control
electrode.

In addition, an air gap may be formed between memory
cells.

In addition, a negative voltage, which has the same
absolute value magnitude as that of the voltage value
described (1) to (3), may be applied in the reading operation
in a case where the threshold value distribution is the
negative type, the writing operation with the negative-mode
programming, and the erase operation of injecting a charge
into the charge storage layer.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
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embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such
forms or modifications as would fall within the scope and
spirit of the inventions.

What is claimed is:
1. A memory system, comprising:
a semiconductor memory device configured to perform a
writing operation with either a first writing method or
a second writing method; and

a controller configured to select one of the first writing
method and the second writing method upon receipt of
a write instruction and output a write command indi-
cating the selected writing method to the semiconduc-
tor memory device, the selection of the writing method
being made in accordance with a storage location in the
semiconductor memory device targeted by the write
instruction.
2. The system according to claim 1, wherein
the semiconductor memory device includes a plurality of
memory cell transistors, and a plurality of word lines
connected to the plurality of memory cell transistors,

in the first writing method, a positive voltage is applied to
a selected word line corresponding to the first address,
and

in the second writing method, a negative voltage is

applied to the selected word line corresponding to the
first address.

3. The system according to claim 2, wherein the controller
is configured to record the selected writing method indicated
in the write command in association with the storage loca-
tion of the semiconductor memory device targeted by the
write command.

4. The system according to claim 1, wherein

the semiconductor memory device is configured to per-

form a reading operation with either a first reading
method or a second reading method, and

the controller is configured to select one of the first

reading method and the second reading method upon
receipt of a read instruction and output a read command
indicating one of the first reading method and the
second reading method to the semiconductor memory
device, the selection of the reading method being made
in accordance with a storage location in the semicon-
ductor memory device targeted by the read instruction.
5. The system according to claim 4, wherein
the semiconductor memory device includes a plurality of
memory cell transistors, and a plurality of word lines
connected to the plurality of memory cell transistors,

in the first reading method, a positive voltage is applied to
a non-selected word line, and

in the second reading method, a negative voltage is

applied to the non-selected word line.

6. The system according to claim 5, wherein the controller
is configured to access a recorded correlation between the
storage location of the semiconductor memory device tar-
geted by the read instruction and the writing method used to
write the data into the storage location when selecting the
reading method.

7. A controller for a semiconductor memory device con-
figured to perform a writing operation with either a first
writing method or a second writing method and a reading
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operation with either a first reading method or a second
reading method, comprising:
a host interface unit; and
a processing unit configured to select one of the first
writing method and the second writing method upon
receipt of a write instruction received through host
interface unit and output a write command indicating
the selected writing method to the semiconductor
memory device, the selection of the writing method
being made in accordance with a storage location in the
semiconductor memory device targeted by the write
instruction.
8. The controller according to claim 7, further comprising:
a semiconductor memory in which the processing unit
records the selected writing method indicated in the
write command in association with the storage location
of the semiconductor memory device targeted by the
write command.
9. The controller according to claim 8, wherein
a processing unit configured to select one of the first
reading method and the second reading method upon
receipt of a read instruction received through host
interface unit and output a read command indicating the
selected reading method to the semiconductor memory
device, the selection of the reading method being made
in accordance with a storage location in the semicon-
ductor memory device targeted by the read instruction.
10. The controller according to claim 9, wherein the
controller is configured to access the semiconductor memory
device to determine the writing method recorded in asso-
ciation with the storage location of the semiconductor
memory device targeted by the read instruction.
11. A memory system comprising:

a semiconductor memory device including a plurality of

memory cell transistors, the semiconductor memory
device being configured to perform a writing operation
with either a first writing method or a second writing
method, the semiconductor memory device being con-
figured to apply a first positive voltage to a gate of a
selected memory cell in the first writing method, the
semiconductor memory device being configured to
apply a first negative voltage to the gate of the selected
memory cell in the second writing method; and

a controller configured to select one of the first writing

method and the second writing method upon receipt of

a write instruction and output a write command indi-
cating the selected writing method to the semiconduc-
tor memory device.
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12. The system according to claim 11, wherein

the controller is configured to select one of the first
writing method and the second writing method based
on an address for the selected memory cell.

13. The system according to claim 11, wherein

the semiconductor memory device includes a plurality of
blocks, one of the blocks includes a first memory string
and a second memory string, the first memory string
includes first memory cells, the second memory string
includes second memory cells, and the first memory
cells are disposed above the second memory cells.

14. The system according to claim 11, wherein

the semiconductor memory device is configured to per-
form a reading operation with either a first reading
method or a second reading method, and

the controller is configured to select one of the first
reading method and the second reading method upon
receipt of a read instruction and output a read command
indicating one of the first reading method and the
second reading method to the semiconductor memory
device.

15. The system according to claim 14, wherein

in the first reading method, a second positive voltage is
applied to the gate of the selected memory cell, and

in the second reading method, a second negative voltage
is applied to the gate of the selected memory cell.

16. The system according to claim 15, wherein

the controller performs an ECC operation when the con-
troller receives data read from the semiconductor
memory device, and

the controller outputs a retry reading command to the
semiconductor memory device if the number of errors
is more than a first number.

17. The system according to claim 16, wherein

the semiconductor memory device perform a retry reading
operation when the semiconductor memory device
receives the retry reading command.

18. The system according to claim 17, wherein

The semiconductor memory device is configured to apply
a third positive voltage to the gate of the selected
memory cell in the retry reading operation, and the
third positive voltage being higher than the second
positive voltage.

19. The system according to claim 17, wherein

The semiconductor memory device is configured to apply
a third negative voltage to the gate of the selected
memory cell in the retry reading operation, and the
third negative voltage being lower than the second
negative voltage.
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